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Abstract: Big data era facilitates the flow of information, which could, accordingly, increase the risk of data 
breach. The essay aims at illustrating that the flow of information would pose challenges to privacy by dis-
cussing how the personal data that is directly collected and the data generated from pre-existing datasets can 
result in data breach. The first part analyzes how personal information trades and retreating phenomenon on 
social media cause the privacy leakage. The second part points out the threat that is presented by the inferred 
and derived data, which deserves more attention, yet few studies have covered that field. 
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1. Introduction 
Personal information that has been collected by a variety 
of methods can be applied and utilized in many fields; 
however, the fact is that even though the process of col-
lecting personal information can be transparent, due to 
little knowledge of the mining process, the data subjects 
do not realize that their personal data could be dissemi-
nated and reused for many times, which might cause data 
breach and thus violate privacy (Manovich 6; Richterich 
35; Cohen 1916). Many critics approach privacy chal-
lenges by analyzing how narrowing the limitation of 
access to the established datasets could help protect pri-
vacy (Manovich 5; Richterich 38). However, according 
to Boyd and Marwick, privacy is not simply binary – 
accessible or not (4). Rather, big data era facilitates the 
flow of information, which could increase the risk of data 
breach into a wider range. This essay argues how the 
flow of information, which bases on either the informa-
tion collected directly from individuals or the generated 
personal data on the premise of pre-existing datasets 
could pose rising challenges to privacy[1-2]. 

2. Original Problem 
Admittedly, access to personal information could still 
pose great challenges to privacy. Some unproper ways of 
accessing to personal information could cause data 
breach, and access to datasets in the excuse of research-
ing or surveillance might conflict with privacy protection 
sometimes (Cohen 1914; Manovich 1). To begin with, 
permission-based privacy cannot completely protect per-
sonal data recorded on devices, for the applications may 
be attacked, which would result in personal information 
leakage (Park et al. 29). Despite security improvement, 
there is still a high risk of data breach, since by decoding 
the root privileges in one’s phone, some malicious pro-
grams can run automatically and read personal data with-

out getting the users’ permission. Some data could be 
copied and even used in illegal ways [3-4]. Besides the 
unproper use, government surveillance upon electronic 
communication on the phones and conducting humanity 
research based on personal information could also spark 
off an intensive debate (Manovich 6). Specially, big data 
era brings a massive database to scholars who can work 
with “born-digital user-generated” content from a wide 
range of sources, like locations, photos uploaded by users 
and online communication, yet it might violate individu-
als’ privacy (Manovich 2; Burgess and Bruns 3). After 
examining the controversial ways aforementioned, ap-
parently, personal information is mined without the direct 
permission from the data subjects in these cases, though 
the collection process might gain their consent [5-6]. 
However, people seldom realize there would be multiple 
and unforeseen use after signing Terms of Services or 
other agreements, which would allow for data collection 
and possible analysis (Boyd and Crawford 673; Mittels-
tadt and Floridi 12; Latour 2). Therefore, even though 
there is a strictly regulated limitation of the access to 
datasets, due to a “grey area” lying in the informed con-
sent that little agreement is notified explicitly , websites 
and applications’ users would be unlikely to keep aware 
of the possible use of their data in the future (Mittelstadt 
and Floridi 12; Richterich 44). 

3. Threat from the Flow of Information 
Even though the fact that the regulation of certain access 
to personal data is to be strengthened, more attention 
should be paid to the flow of information or data sharing 
phenomenon, for single-instant consent in one website or 
application cannot stop the collected data from being 
shared by the dataset establishers to more platforms (Mit-
telstadt and Floridi 12). However, few Terms of Services 
clearly regulate concerning issues and the flow of infor-
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mation becomes more and more common on social me-
dia [7-8]. On the one hand, the dataset establishers may 
use personal data in a commercial way by selling it as a 
product to a wide range of customers such as researchers 
who would use it as the media for humanity study (Berry 
4). According to Mattioli, some companies might treat 
the datasets as an intellectual property and enhance the 
value of data by narrowing the access to the datasets 
(537). Normally, datasets are inaccessible to “civic ac-
tors”, but by paying for them, researchers and customers 
could get access to the data (Richterich 38). However, 
when data subjects sign up the single-instant consent 
given from such companies, they might be uninformed or 
unaware of the potential commercial profits and unfore-
seen sharing of their data. And due to the purpose of eco-
nomic benefits, companies would be more likely to trade 
on personal information via internet, despite the fact that 
accessibility to the data stored in one company does not 
mean that such data can be consumed and reused by oth-
ers (Boyd and Crawford 672). Some companies tend to 
anonymize the information before carrying out the trade 
to make such a circulation more convenient, but it re-
mains uncertain that such anonymization would last for 
long and still, the trade violates data subjects’ privacy 
(Richterich 38).  
In addition to personal data trades, the flow of informa-
tion is also caused by retweeting others’ online informa-
tion published on social media. Centralized social media 
such as Twitter or Facebook create a “Social Space” for 
users, where they can share daily life to the “intended 
recipients” (Kapanipathi 2). However, online messages 
that have been published can be retreated by their follow-
ers; even though users can manage the viewers, the phe-
nomenon of retreating would make the protected tweets 
copied and spread to others without the consent given by 
the original author (Kapanipathi 2; Meeder 1). Users 
might learn about the great openness of social media, yet 
they remain unaware of the extent to which their infor-
mation can be disseminated by retreating [9]. For in-
stance, according to Meeder, who studied the privacy 
policy of Twitter in the registration process, detailed pri-
vate settings often appear at the branching steps, where 
few people would pay attention to (Meeder 2; Boyd and 
Marwick 6). Users, therefore, have to thoroughly learn 
the long policy and specifically seek out the privacy 
terms if they want to set tweets protected. Moreover, 
even a protected tweet can still be retreated due to the 
fact that only a warning message would appear when 
others try to operate retreating, yet Twitter still enables 
the retreating (Meeder 3). Thus, even when access to 
users’ online information can be strictly set by the data 
subjects, they cannot control data sharing and the flow of 
information caused by followers’ retreating, and some of 
the retreating could leak private information and be deli-
berately used in other ways [10].  

The flow of information that has been discussed above, 
however, only concerns with the information that has 
once been provided by individuals initially; no matter 
what ways of collecting personal data, individuals engage 
into the process of collection publicly. There is another 
type of personal data called inferred and derived data that 
is increasingly prevalent in the era of big data, which is 
obtained without individuals’ involvement, yet it still 
brings to an increasing circulation of personal informa-
tion via internet (Abrams 5). The data can either be valu-
able for researchers to further humanity study or increase 
the risk of privacy leakage. Specifically, the data is in-
ferred and computerized from the pre-existing datasets 
(Abrams 5). This paragraph will not focus on the intro-
duction of such data but briefly analyze how it can 
threaten privacy. Since such data is generated based on 
pre-existing information and often serves the purpose of 
commercial use, with a limited awareness of its genera-
tion, individuals seldom find their personal data 
processed and mined to gain profits by some companies, 
for example, in medial field, future health outcomes can 
be calculated based on the existing datasets and used to 
find potential medicine customers (Abrams 8). The 
process of data deduction and computerization from oth-
er datasets actually enables the flow of information. Ac-
cording to Eibl and Engel, load data can help conduct the 
information on appliances (1). Huafeng also claims that 
such way of generating data could make some personal 
information that has not been exposed appear (501). 
However, this field is still to be studied further, for few 
materials and essays can be found; on top of that, the 
challenges posed by the derived and inferred data need 
more experiment to tackle. 

4. Conclusion 
To conclude, on the basis of access to personal informa-
tion discussed in the literature review, more attention and 
a deeper insight is given to the flow of information, for it 
poses new challenges to privacy but receives less con-
cerns. Specifically, not only the trades on personal data 
carried out by some companies but also the retreating 
phenomenon on social media could cause data breach. 
Also, the data that is deduced and generated from other 
datasets could expose much private information to more 
viewers. Therefore, the awareness of controlling the flow 
of information should be raised. However, the study of 
the challenges posed by the derived and inferred data to 
privacy still remains in its infancy; thus, more research 
and experiment need to be implemented. 
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