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Abstract: Visual data based speech recognition is a field with a great potential to help solve difficult issues 
like audio corruption by noise. This paper addresses an application of various GLCM features to extract re-
gion based features for motion estimation of images. The features like contrast, energy, homogeneity, mean, 
standard deviation, entropy, variance, smoothness and IDM have high discrimination accuracy and requires 
less computation time and hence efficiently used for pattern recognition like speech recognition application. 
In this paper we used the visual dataset which is prepared by Samsung galaxy nxt mobile phone.  
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1. Introduction 
Speech is the way in human communicates or interacts 
with each other. Visual speech is described as an expres-
sion of a speaking human face that is appealing to the 
human eye. Identification of speech from visual know-
ledge is called as recognition of visual speech or lip read-
ing. This is important to determine the person who 
speaks when acoustic knowledge is not available. This is 
also the security way to identify the speech of criminals 
on public places like railway stations, bus stops, and air-
ports. There are three major components of a speech rec-

ognition system: extraction of information, probabilistic 
feature processing and classification. The general ap-
proach is to extract the main components of lip move-
ment with regard to the properties of the lip form in order 
to establish a one-to - one correspondence between 
speech phonemes and lip shape visemes. 

2. Literature Survey 
In literature many authors have studied many features as 
shown in the following table1. 

 
Table 1. Features and classification techniques used 

Reference 
number Database used Features used Classification techniques used 

[1] ---- 

Visual features such as 
mouth open/closed, tongue 

visible/not-visible, teeth 
visible/notvisible, 

and several shape descriptors of the 
mouth and its motion 

are all rapidly computable in a manner 
quite insensitive to lighting 

Conditions. 

Neural network 

[2] 

A USB based webcam was used 
for capturing the 

video of a person while speaking 
ten different words. 

The lip information is extracted using 
lip geometric 

and lip appearance features. 

The neural network is used for word 
identification 

[3] 

Own established independent 
database (English pronunciation of 

Numbers from zero to nine by 
three males and three females). 

Visual Geometry 
Group (VGG) network to extract the 

lip image features. 

The convolutional neural network (CNN) 
used to image feature extraction is combined 

with a 
Recurrent neural network (RNN) based on 

attention mechanism for automatic lip-
reading recognition. 

[4] 

Lip-reading of Urdu 
speech words and phrases, we 

constructed a 
Video-speech corpus. 

MFCC features 

Video sequences using spatiotemporal 
convolution neural network  ,Bi-gated 

recurrent 
neural network and Connectionist Temporal 
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Classification 
Loss. 

audio that inputs the MFCC features 
to a layer of LSTM cells and output the 

sequence. 

[5] 
The English 

digits 0 to 9 as available in the 
CUAVE database. 

Lip geometry feature 
extraction,Shape-based lip features 

obtained from a single video frame i. 
HMM for classification 

[6] English digits from zero to nine 
when speaking 

Lip contour and real-time recognize 
each English Digit when speaking. ----- 

[7] MIRACL-VC1 ---- VGG and LSTM model 

[8] MIRACL-V1 --- 

We explore a CNN + LSTM Baseline 
model, a Deep Layered CNN + LSTM 

model, an ImageNet 
Pretrained VGG-16 Features + LSTM model, 

and a Fine- 
Tuned VGG-16 + LSTM model. 

[9] 

Audio-visual speech dataset 
comprising 300 

Japanese words with six different 
speakers. 

Convo- 
lutional neural network (CNN) as a 

visual feature extraction 
mechanism for VSR 

A hidden Markov model in our proposed sys- 
tem recognizes multiple isolated words. 

[10] 
GRID corpus dataset in which the 

videos are recorded from 33 
speakers. 

The features recognized include the 
height and width of the lips, the 

outside and inside edges of the lips, 
and angles between specific lip points. 

Convolutional Neural Networks. 

[11] The GRID audiovisual dataset 

A Gaussian mixture model (GMM) 
baseline system is developed 

using standard image-based two-
dimensional discrete 

cosine transform (2D-DCT) visual 
speech features 

Convolutional neural networks 

 
3. Methodology Following diagram a shows the proposed system 

 

Database 
collection

Result Matching Classification

Feature 
extraction

Preprocessing 
of lip

Input video

 
Figure 1. System architecture for visual speech recognition 

3.1. Input video 

To read a recorded video file following matlab command 
is used 
XyloObj = Video Reader ('E: \Users \gauri \Desktop \RM 
\imp123 \video \VID_20160904_125655.mp4'); 
 

 
Figure 2. Input video information 
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'Video Reader' command in MATLAB creates reader 
object for the video file. This object contains the metada-
ta or the parameters related to the video such as Frame 
rate, Height and Width of the frames, duration of the vid-
eo etc. 
To read all the frames in the video, we can use two me-
thods. The first method is to find the number of frames in 
the video and read it. The second method is to read the 
frames until no more video frames are available. in this, 
the frame rate is assumed to be constant throughout the 
duration of the video. At constant frame rate, the number 
of frames in the video is obtained by direct multiplication 
of frame rate and video duration. In our example, the 
video is 3.2430 seconds long and the frame rate is 24.0. 
Multiplying 3.2430 and 24 gives 75 that is 75 frames 
available in the video. 

3.2. Database collection 

In this we have recorded videos of 10 subjects which 
include male and female with different ages. Each subject 
has spoken 5 sentences from 5 different areas such as 
College, Government Office, Hospital, House and Res-
taurant and each sentence is repeated 5 times. We have 
selected 5 frequently used sentences from each area as 
shown in table 1. All the sentences are spoken in English 
language. The total sentences recorded in a database are 
1250. 
The format of the videos recorded is mp4 and all these 
videos are recorded by Samsung galaxy nxt mobile 
phone 13 megapixel camera by hand. The distance of the 
video recording is 4 feet. 

3.3. Preprocessing 

After database collection preprocessing has been done. 
 

 
Figure 3. Preprocessing 

3.3.1. Input image 

Imread ( ) reads a grayscale or color image from the file 
specified by the string filename. If the file is not in the 
current folder, or in a folder on the MATLAB path, spe-
cify the full pathname. 

3.3.2. Displaying the image 

Imshow (I, [low high]) displays the grayscale image I, 
specifying the display range for I in [low high]. The val-
ue low (and any value less than low) displays as black; 
the value high (and any value greater than high) displays 
as white. Values in between are displayed as intermediate 
shades of gray, using the default number of gray levels. 

3.3.3. Changing the color space 

Makec form ('srgb2lab') creates the color transformation 
structure C that defines the color space conversion speci-
fied by type. To perform the transformation, pass the 
color transformation structure as an argument to the app-
lyc form function. In this case the RGB color space is 
converted to LAB color space. 

3.3.4. Finding gray thresh value 

Graythresh (J(:,:,2)) computes a global threshold (level) 
that can be used to convert an intensity image to a binary 
image with im2bw. Level is a normalized intensity value 
that lies in the range [0, 1]. The gray thresh function uses 
Otsu's method, which chooses the threshold to minimize 
the in traclass variance of the black and white pixels. 
Multidimensional arrays are converted automatically to 
2-D arrays using reshape. The gray thresh function ig-
nores any nonzero imaginary part of I. 

3.3.5. Converting to binary image 

BW1=im2bw (J(:,:,2),L) converts the grayscale image I 
to a binary image. The output image BW replaces all 
pixels in the input image with luminance greater than 
level with the value 1 (white) and replaces all other pix-
els with the value 0 (black). Specify level in the range 
[0,1]. This range is relative to the signal levels possible 
for the image's class. Therefore, a level value of 0.5 is 
midway between black and white, regardless of class. 

3.4. Feature extraction 

In this processing the extracted feature of the lip pattern 
identifies whether lip open, lip closed, lip rounded or 
labial dental. Processing of the inner contour of the lip 
identifies whether lips, teethes are visible or not what is 
the height and width of the lip inner and outer contour. 
Gray Level Co-Occurrence Matrix (GLCM) has proved 
to be a popular statistical method of extracting region 
feature from images. Following two tables demonstrate 
different GLCM features for the example sentences of 
selected 10 frames. 
 

Table 2. Sentence: Thank you 
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Name of fea-
ture 

Lip_Image
_a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 

Contrast 0.0287 0.0175 0.0232 0.0173 0.0194 0.0144 0.0213 0.0231 0.0181 0.0142 
Energy 0.4868 0.4831 0.4849 0.4853 0.5164 0.4948 0.4805 0.4839 0.4834 0.4884 

Homogeneity 0.9857 0.9913 0.9884 0.9913 0.9903 0.9928 0.9894 0.9884 0.9909 0.9929 
Mean 0.4121 0.5103 0.4360 0.4635 0.3649 0.4322 0.4720 0.4403 0.4735 0.4628 
Stan-

dard_deviation 0.4922 0.4999 0.4959 0.4987 0.4814 0.4954 0.4992 0.4964 0.4993 0.4986 

Entropy 0.9776 0.9997 0.9881 0.9962 0.9466 0.9867 0.9977 0.9897 0.9980 0.9960 
Variance 0.1759 0.2139 0.1847 0.1686 0.1442 0.1604 0.1731 0.1442 0.1516 0.1206 

Smoothness 0.9998 0.9999 0.9999 0.9999 0.9998 0.9999 0.9999 0.9999 0.9999 0.9999 
IDM 255.0000 255.0000 255.0000 255.0000 255.0000 255.0000 255.0000 255.0000 255.0000 255.0000 

 
Table 3. Sentence: May I help you 

Name of fea-
ture 

Lip_Image
_m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 

Contrast 0.0196 0.0151 0.0145 0.0167 0.0234 0.0148 0.0163 0.0163 0.0174 0.0177 
Energy 0.4838 0.5174 0.5307 0.4959 0.4892 0.4901 0.4929 0.4917 0.5041 0.4905 

Homogeneity 0.9902 0.9925 0.9928 0.9917 0.9883 0.9926 0.9918 0.9919 0.9913 0.9911 
Mean 0.4588 0.3709 0.3480 0.4191 0.4200 0.4505 0.4313 0.4361 0.3948 0.4353 
Stan-

dard_Deviation 0.4983 0.4831 0.4764 0.4934 0.4936 0.4976 0.4953 0.4959 0.4888 0.4958 

Entropy 0.9951 0.9514 0.9323 0.9810 0.9815 0.9929 0.9863 0.9882 0.9678 0.9879 
0.1847 0.1790 0.1499 0.1499 0.1957  0.1830 0.1491 0.1648 0.1524 0.1779 

Smoothness 0.9999 0.9998 0.9998 0.9999 0.9999 0.9999 0.9999 0.9999 0.9999 0.9999 
IDM 255.0000 255.0000 255.0000 255.0000 255.0000 255.0000 255.0000 255.0000 255.0000 255.0000 

 

3.4.1. Contrast 

Contrast returns a measure of the intensity contrast be-
tween a pixel and its neighbor over the whole image. 
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3.4.2. Energy 

Energy returns the sum of squared elements in the 
GLCM. 

3.4.3. Homogeneity 

Homogeneity returns a value that measures the closeness 
of the distribution of elements in the GLCM. 

3.4.4. Mean 

It is determined by adding all the data points in a popula-
tion and then dividing the total by the number of points. 

fx
Mean

f
= ∑
∑

                                       (2) 

3.4.5. Standard deviation 

Standard deviation is a measure of variance within a data 
set. 
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3.4.6. Entropy 

Entropy shows the amount of information of the image 
that is needed for the image compression. Entropy meas-

ures the loss of information or message in a transmitted 
signal and also measures the image information. 
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3.4.7. Variance 

Variance is a measure of the dispersion of the values 
around the mean. It is similar to entropy. 

3.4.8. Smoothness 

Measures the smoothness (homogeneity) of the. gray 
level distribution of the image. 

3.4.9. IDM 

Inverse Different Moment (IDM) is the local homogenei-
ty. It is high when local gray level is uniform and inverse 
GLCM is high. 
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4. Conclusion 
The Gray Level Co-occurrence Matrix (GLCM) method 
is used for extracting   Statistical region Parameters i.e., 
contrast, energy, homogeneity, mean, standard deviation, 
entropy, variance, smoothness and IDM. By extracting 
the features of an image by GLCM approach, the time of 
image compression can be substantially decreased in the 
process of transforming RGB to Gray level image when 
compared to other DWT method, but however DWT is 
flexible method of compressing video as a whole. Such 

42 
 



HK.NCCP                                         International Journal of Intelligent Information and Management Science 
                                                                   ISSN: 2307-0692, Volume 9, Issue 3, June, 2020 

capabilities are useful in motion prediction of videos and 
in real time pattern recognition applications. 
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