
HK.NCCP                                         International Journal of Intelligent Information and Management Science 

                                                                   ISSN: 2307-0692, Volume 5, Issue 4, August 2016 

 

 

 

International Journal of Intelligent 

Information and Management Science 
 

 

 

Volume 5, Issue 4, August 2016 

Part I 

 

 

 

 

 

 

http://www.hknccp.org 

-------------------------------------------------------------------------------- 

                       President: Zhang Jinrong 

               Chief Planner: Hu Yuejuan 

Executive Chief Editor: Chen Lihua, Cui Shuzhen, Shuyu  

             Editorial Board: Li Shu, Xu Ya, Gao Shufen, Ya Hui, Su Daqi, Albert, Yu Borui, 

                                       Souza, Pei Liu, Chun Hao, Li Dhidai, Meng Yu 

          Audit Committee: Lin Lichan, Xu Lijuan, Dong Peiwang, Su Jianmin, Ali Coskun, You Wenying, Chen Xingeng, 

                                       An Xin, Yan Yanhui, Tang Ming, Yang Ming, Zhi Zhong, Xiao Han, Sun Wenjun,  

                                       Yoon-seon Lee, Bom Sook Kim, Chang-Duk Jun, Jin Hong Cha, Tan Ker Kan,  

                                       Tian-Hua Huang, Jorge Serra Colina, Yong Shao, Vikram Kate 

                      Publisher: HongKong New Century Cultural Publishing House 

                         Address: Unit A1, 7/F, Cheuk Nang Plaza, 250 Hennessy Road, Wanchai, Hong Kong 

-------------------------------------------------------------------------------- 

Copyright© 2016 HongKong New Century Cultural Publishing House             -All Rights Reserved  



HK.NCCP                                         International Journal of Intelligent Information and Management Science 

                                                                   ISSN: 2307-0692, Volume 5, Issue 4, August 2016 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



HK.NCCP                                         International Journal of Intelligent Information and Management Science 

                                                                   ISSN: 2307-0692, Volume 5, Issue 4, August 2016 

 

 

Contents 

Surface Design Method based on Image Denoising 

Haogui CHEN…………………………………………………………………………………………………………………………(1) 

Study on Structure and Strength of Asphalt Stabilized Crushed Stone 

Tianyong CAI……………………………………………………………………………………………………………………………(7) 

Research on Gas Monitoring Technology in High Gas Tunnel of the No. 2 Danjing Tunnel 

Yangzhi LI……………………………………………………………………………………………………………………………(11) 

Review Suggestion to the Design on Road Cross-Sectional of Urban-Rural Fringe 

Junli YAO, Jianwei FU………………………………………………………………………………………………………………(15) 

Shallow Discussion of Commercial Housing Inventory Problem 

Yang WANG……………………………………………………………………………………………………………………………(18) 

Research on Reinforcement Method of Small Span Stone Arch Bridge Main Arch 

Lun LIU………………………………………………………………………………………………………………………………(21) 

Study on Construction Technology of Soft Soil Sub-grade of Road Engineering 

Mitchell………………………………………………………………………………………………………………………………(25) 

Evaluating the Sustainability of a Transport Strategy for Hong Kong 

Haoyue ZHANG………………………………………………………………………………………………………………………(29) 

Freight Demand Analysis 

Shuang LIU……………………………………………………………………………………………………………………………(33) 

The Summarization of the Asphalt Pavement Diseases and Preventive Measures 

Ming YANG……………………………………………………………………………………………………………………………(38) 

The Research of the Attenuation Law about the Climbing Height under the Action of Landslipe Surge 

Qingqing ZHANG……………………………………………………………………………………………………………………(41) 

Research on Road Traffic Safety Planning Theory 

Turner…………………………………………………………………………………………………………………………………(45) 

Literature Review of Remanufacturing 

Shuyu WU……………………………………………………………………………………………………………………………(49) 

A Review: Researches on the Effects of Pedestrian Crossing Intersections 

Yuanyuan HE…………………………………………………………………………………………………………………………(56) 

Literature review about the Perceived Organizational Support 

Pingping YUAN………………………………………………………………………………………………………………………(59) 

Discussion on Marketing Strategy of Non-profit Organization 

Rowland………………………………………………………………………………………………………………………………(62) 

The Study Status of the Impact of Heavy Axle Load to Shakedown Theory for Road Pavements 

Dan LUO………………………………………………………………………………………………………………………………(66) 

Comparison of the Differences between Chinese and Western Legal Tradition 

Ying PAN………………………………………………………………………………………………………………………………(70) 

Viewpoint of People Oriented Values Educationin Australia 

Fanxia KONG, Yunxiao DENG………………………………………………………………………………………………………(76) 

Research on the Driving Factors of the Evolution of China's High Technology Industrial Structure 

Jing CHEN, Dandan LI………………………………………………………………………………………………………………(80) 



HK.NCCP                                         International Journal of Intelligent Information and Management Science 

                                                                   ISSN: 2307-0692, Volume 5, Issue 4, August 2016 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



HK.NCCP                                         International Journal of Intelligent Information and Management Science 

                                                                   ISSN: 2307-0692, Volume 5, Issue 4, August 2016 

1 

 

Surface Design Method based on Image 

Denoising 

Haogui CHEN 

Hunan City University, Yiyang Hunan 413000, CHINA 

 

Abstract: In order to solve the issues like the feature detection algorithm surface design too sensitive to the 

presence of noise, this thesis proposes the grid processing algorithm. Firstly, the constrained smoothing model 

is used to smooth the grid, in which the bound terms are the sparse constraint terms of the error term of 
2l  

norm and 1l  norm. In the process of smoothing, the points of the smooth location move less, while the there is 

a greater movement of feature points. And then through the anglicizing the movement distances the initial fea-

ture points are extracted; finally, after the generating of the initial feature points, the feature points are more 

complete. Experimental results show that: the proposed algorithm can handle the noise of too sensitive. 

Keywords: Surface methodology; Grid quality; Optimization; Feature detection 

 

1. Introduction 

With the continuous development of 3D scanners and 

modeling techniques, the acquisition of three-

dimensional model is becoming increasingly easy. Since 

the triangular grid is the simplest and most effective me-

thod to express the three-dimensional model, it is widely 

used in the field of computer graphics and computer vi-

sion, and many applications require maintaining the orig-

inal features of the model, such as the characteristic grid 

security de-noising, net simplification, grid segmentation, 

mesh repair and so on, so the recognizing and extracting 

the geometry feature of grid have become the necessary 

steps [1-3]. 

The existing grid feature detection methods can be di-

vided into the quadratic fit method based on plane or 

surface, the method based on curvature and the method 

based on normal vector. In addition, the detection prob-

lem of cloud feature is studied. Benk et al first fit a plane 

through the top point of the grid, consider the distance 

between the peak and the vertex plane, and then take 

peak whose distance more than threshed as the feature 

point to realize the dictation of grid features. Since the 

surface is represented by the discrete, for complex sur-

faces this method will be affected by the local dimen-

sions of grid and curvature, for example the larger the 

grid dimensions and curvature, the greater the caused 

error, which results in feature extraction failure [4-6]. 

In practical applications, feature extraction algorithm of 

grid-based differential geometric widely exist the follow-

ing questions: 1) Noise-sensitive. Because the models 

acquired from different ways have different levels of 

noise, so the estimated surface with one-order or second-

order micro-prone have large deviation, which makes the 

feature detection algorithm based on micro-component 

will detects a lot of false feature points and then makes 

more difficulties to the late working. 2) The second order 

micro-component of the feature points is difficult to ac-

curately estimate, such as the principal curvatures of the 

corners. Since the corner is generally the intersection of 

three or more smooth surfaces, it does not has the deter-

mined main direction, which leads to difficulties in accu-

rately estimating the principal curvatures, and finally it 

may lead to failure of the feature extraction. 3) Transition 

characteristics are difficult to detect. The feature extrac-

tion algorithm based on differential geometry is mainly 

for the differential amount, such as normal direction and 

the discontinuities or extreme of curvature. In the transi-

tional characteristics of the surface the micro differential 

geometry is smooth. As shown in Figure 1, it is a cham-

fered cube, compared to a normal cube its sides and cor-

ners are smooth; the edge is the quarter of the cylindrical 

surface; corner is quarter of the spherical; the transitional 

features are appeared in the joint of the plane, the cylin-

drical and sphere. 

In order to eliminate the effects of noise, one way is us-

ing the grid smoothing method to pre-treat the grid and 

then to get a relatively smooth grid. But the following 

problem is that much weaker feature points are filtered 

out. Wang et al firstly define the significant measure, and 

through the significant characteristic measure to enhance 

the weak points, and to ensure filtering out the false fea-

ture at the same time, which eliminates the effect of noise 

and achieve the extraction of the feature. However, be-

cause these methods are not only necessary to calculate 

the first order or second order component of each vertex, 

but also there are lots of pre-processing and post-

processing need to be conducted. This paper presents the 

sparsity optimization detection algorithm of grid surface 

features based on sparsity theory. The algorithm can deal 
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with the sharp features characteristics, weak characteris-

tics and transitional characteristics, and computing speed 

is fast. 

2. Grid Smoothing 

Given a triangle grid  , ,s v r y , where r , y  and v  

respectively represent the collection of vertice, edge and 

face of the grid. X represents the matrix vertex coordi-

nates with 2n , in which each row represents the three-

dimensional coordinates of a point; X 'represents the ver-

tices coordinates matrix of the smoothed grid. For the 

arbitrary point 
iv v , its normal vector and the collec-

tion of the neighborhood points with one ring respective-

ly represent 
in and  N i ．  id N i  represents the 

number of neighborhood points. 

In general, mesh smoothing algorithm is performed offset 

correction for each vertex of mesh, which eliminates or 

reduces noise of the vertex, namely the aims of smooth-

ing the mesh is seeking the offset matrix of the vertices. 

X X                                   (1) 

Smoothing the offset vertices of the mesh X X    as 

possible. 

Laplacian vector (operator) of vertex 
iv v  refers to the 

vector of the vertex from the center of neighborhood with 

one ring the vertex. 

 
1

( )
| |

i

i j i

j Ni

L v v v
N 

                          (2) 

The larger the mode of Laplacian vectors of vertex, the 

sharper the point; conversely, the more smooth the point. 

Laplacian smoothing algorithm makes each vertex offset 

to the vector direction of Laplacian, namely 

( )i iL v                                  (3) 

Wherein, λ is a parameter between [0,1], when the value 

is greater, this vertex is more tend to the center of the 

vertex of neighbor with one ring, that the smooth is more. 

Local Laplacian smoothing algorithm offset all vertices 

in accordance with the method described above; if the 

parameter λ is obtained relatively small, then the process 

is generally carried out by multiple iterations to complete. 

Visiblely, local Laplacian smoothing algorithm is gradu-

ally floating the characteristics of the vertex; after several 

iterations, the vertex is smooth enough. 

3. Grid Processing Noise Algorithm 

In fact, the sharp features on the mesh surface are sparse, 

that is the proportion of the sharp features to all point 

vertices is smaller. Based on this observation, this thesis 

proposes a new feature grid extraction algorithm based 

on sparse optimization. As shown in Figure 1, the posi-

tion with the largest degree of grid smoothing is the posi-

tion with the feature points. As shown in Figure 1b, the 

color bar from black to white indicate the distance from 

small to large; all the distance maps are using the same 

color bar, so by anglicizing the movement distance of the 

grid vertices, the feature points can be extracted (as 

shown in Figure 1c). However, the usual grid smoothing 

algorithm will make the flat position of the grid deforma-

tion, so the extracted feature points will contain a lot of 

false feature points. To overcome this problem, the pro-

posed algorithm introduces the sparsity constraint item of 

1l  norm, which makes the flat position in the grid move 

slightly or not move, so it is easy to separate the feature 

points and non-feature points. This method avoids the 

calculation of the second-order differential geometry, 

which greatly enhance the computing speed. 

 
(a) Initial Network (b) Distance map and color bar (c) Initial feature point (d) Partial enlarged view (e) Results of after-treatment 

Figure 1. Algorithm flow 

3.1. Smoothing model of grid characteristics  

However, if the offset vector is directly obtained by 

global Laplacian smoothing algorithm to extract the fea-

tures, the extracted characteristic feature points will con-

tain a lot of false feature. Because such methods is just 

try to ensure the minimum energy of Laplacian in the 

case of ensuring close to the original model, but there is 

no constraints on the type of mobile vertex (for example, 

the point is trying not to move in flat position). So when 

the quality of the grid is relatively poor, a lot of points in 

the flat position will move largely. Figure 3b shows en-

larged figure of the corresponding rectangular block in 

Figure 3a, 3c; a number of points in the flat lower left 

position are extracted as the feature points. Since the dis-

tribution of the position of the point is irregular, the dis-

tance from the center point is relatively large, so in the 

process of smoothing there is great move. 
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The proposed algorithm by adding sparsity constraints of 

1l  norm can solve this problem (as shown in Figure 3c); 

Similarly, many feature points in the feature line of the 

upper left graph in Figure 3b are loosed, while the points 

in the feature line of the upper right are basically detected. 

 
(a) Global Laplacian  (b) Partial enlarged view (c) Proposed algorithm 

Figure 2. Initial feature point 

In the mesh surface, usually the sharp features are sparse, 

that is, the proportion of the sharp points in grid vertexes 

is small. Based on this observation, this thesis proposes a 

new optimized model, which minimize the 1l  norm on 

offset vectors   with global Laplacian smoothing energy, 

namely 

1

2 2
min ( )

2
L X

F
                    (4) 

Wherein,   and   are parameters. By the compressed 

sensing theory it can be shown that the minimization of 

's  1l  norm will sparse the elements as possible, that is, 

the nonzero elements of   is as little as possible. There-

fore, the above optimization will make the apex sharp 

features making more offset; the relatively smooth apex 

will smooth the grid surface without offset as possible, 

which is to ensure less moving points in flat position and 

the distance of the points in feature place is greater. 

3.2. Feature point extraction 

After obtaining displacement matrix δ of vertex, accord-

ing to offset distance of the vertex the feature points of 

the mesh surface are extracted. One of the most direct 

ways is by measure the size of the vertex’s model of the 

offset vector to detect. However, since some of grids are 

non-uniform, there are many tangential movements oc-

curred inevitably in the flat place during smoothing, and 

these points may be mistaken for the feature points. To 

solve this problem, firstly, the offset vector of each point 

is projected onto the normal vector of the point, i.e. the 

normal offset of this point is calculated, and even if the 

points on the plane occurs movement, the projection in 

the normal direction will be small. Projection distance is 

defined as 

i i id n                               (5) 

Wherein, 
in  is the normal vector of the grid’s vertex 

iv after smoothing. As shown in Figure 3, the distance of 

the left figure is the Euclidean distance corresponding to 

the two points of smoothing. The distance of right figure 

is the result calculated by the formula (1). The black 

represents that the distance is small, and the opposite of 

white. As can be seen, after normal projection, the differ-

ence between the feature points and non-feature points 

becomes clearer. 

 

Figure 3. Distance map 

After calculating the moving distance of each vertex in 

the direction of normal vector, the point corresponding to 

the 
thk

 largest distance is taken as the initial feature 

point to make subsequent processing. 

3.3. After treatment 

Since the extracted initial feature points often comprises 

a number of false feature points and the deletion of some 

feature points, the feature points need to be treated and 

the final feature points need to be improved. After treat-

ment methods take the Neighbor Supporting method as 

reference, and the level of feature points are defined as 

the number of feature points in the neighborhood with 

one ring. As shown in Figure 4, there are 6 feature points 

in the Figure in total (four black points, a gray point and 

a white point), in which the degree of the gray feature 

point is 3 and the degree of the white feature point is 2. 

 
         (a) Definition of degree       (b) Feature points of different degree 

Figure 4. The degrees of feature points 

Processing steps are as follows: 

Step 1 removing the feature point with degree as 0 (such 

as the leftmost point in Figure 5b) 

Step 2 for the feature points with degree as one, if the 

degree of the feature points in neighborhood are also as 1 

(such as the gray points in Figure 4b), these two points 

are deleted; if the degree of the points in neighborhood 

are 2, these two points are used to conduct the direction 

ad then stretches until the new feature points exist. By 

giving a new threshold the number of new extended 

points can be controlled. If the degree of the points in 

neighborhood is greater than or equal to 3 (such as the 
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first black point of the left of the white point in Figure 

4b), the current point is deleted (such as the second black 

point of the left point of white point in Figure 4b); 

Step 3 for the feature points with degree as three, if the 

included angle conducted by the two feature points and 

the current feature points, which is close to 180°, then the 

third point is deleted (such as the first black point of the 

left of the white point in Figure 4b); if the three included 

angle conducted by the three feature points and the cur-

rent feature points, which is close to 90 °, then these 

points are kept. 

3.4. Extraction of feature line  

By the processing section 3.2 and 3.3, the set F of the 

feature points has been obtained. The extracted feature 

points are lined to the feature line, as shown in Figure 5. 

   

  
Figure 5. Extraction of feature line 

4. Experimental Simulation and Analysis 

4.1. Experimental environment and setting 

The proposed algorithm involves a total of k, α and β 3 

parameters. Since   and   are not sensitive to the dif-

ferent models, so they are separately set as α = 0.6 and β 

= 0.2; threshold k  is more crucial for the algorithm. As 

shown in Figure 7, the black curve is the distance curve; 

taking a point in the relatively flat position closer to the 

x-axis, and the abscissa of the point is the value of k, 

such as the abscissa of the intersection. 
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Figure 6. Distance curve 

4.2. Result analysis 

Table 1 shows the values of s taken from different mod-

els in the proposed experiments 

 
Table 1. The values of k taken from different models 

Model Name s Model Name s 

Smooth Feature 450 Reylinder 240 

Sharp Sphere 760 Pin-CAD 1243 

Lcosabe-dron222 224 Noise Fandisk 760 

Box 1061 Fandisk 903 

Twirl 552 Round cube 1180 

 

1) Remarkable feature detection 

Figure 8 shows he test results of the salient features with 

the proposed algorithm. In Figure 8a, black represent that 

the distance is small and white is the contrast; the other 

coolers represent the distance between the black and 

white. It can be seem that there is a big change occurred 

in the feature positions during smoothing, so after 

smoothing the distance of the feature points is larger than 

the non-feature points. The black points in Figure 8b, 8c 

are the extracted feature points. It can be seen, the pro-

posed algorithm has the significant feature model, which 

can give a perfect result. 

2) The Noise Model Feature Detection 

The proposed algorithm is also applicable to the model 

with small amount of noise. The black points in Figure 

8c and 8d indicate the extracted feature points. It can be 

clearly seen from Figure 8b, although Fandisk model is 

with noise, the distance of feature points is still large 

after smoothing, which ensures that the proposed algo-

rithm can better extract feature points, as shown in Figure 

8d. 

(a)Distance  map 
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(b) facet  Rendering 

(c) smooth Rendering 

Figure 7. Test results of the sharp features with the proposed algorithm 

 
(a) Fandisk model with Gauss noise     (b) Distance map                     (c) Grid forms                         (d) Surface forms 

Figure 8. Test results of the noise model with the proposed algorithm 

 

4.2. Detection of transition feature  

Figure 9 shows the result of the detected transition cha-

racteristics with the proposed algorithm. Transition fea-

ture is located in the joint of the two smooth surfaces, as 

shown the features of the third raw in figure 10, which is 

formed with flat, cylindrical and spherical. So the charac-

teristics are very weak, while it is hard to detect relatively 

good results with the methods based on curvature and 

normal vector, so curvature and normal vector in the 

transition are smooth. After smoothing of the surface 

stitching place, the moving distance of this point is larger 

than the ones in the flat position. The proposed algorithm 

can detect these transition characteristics. 

 

Figure 9. Test results of the transition characteristics with 

the proposed algorithm 

4.3. Comparison of algorithms 

This paper are mainly compared with the literature [16-

18, 19-21]; there are different dealing situation of kinds 

of algorithms as shown in Figure 10. As can be seen, due 

to the influence of noise, the literature [16-18, 19-21] 

algorithm basically can not extract the good characteristic 

line, and the algorithm is robust to noise, which can ex-

tract more complete characteristic line. 

Figure 11 shows the comparison of transition characte-

rized by Round cube model testing; it can see that, the 

comparing algorithm or the extraction feature line is in-

correct or vague; literature [10] algorithm can not find 

the location of transition characteristics; while the pro-

posed algorithm can accurately extract a complete transi-

tion characteristics. 

Table 2 shows the running time comparison of Fandisk, 

Noise Fandisk, Pin-CAD and Round cube model with the 

six algorithms; these data are detected on a Intel Core 

Duo 3.4GHz CPU and 8GB memory machine. Among 

them, the proposed algorithm gives the global optimiza-

tion running time and overall running time. It can be seen 

that the efficiency of the proposed algorithm is high. 
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(a) Model                                    (b) Literature[10]                           (c) Literature[11]                         (d) Literature[12] 

 
(e) Literature[13]                             (f) Literature[14]                                   (g) Literature[15] 

Figure 10. Test results comparison of noise model feature line with 6 algorithms 

 

(a) Model                                 (b) Literature[10]                                (c) Literature[11]                        (d) Literature[12] 

Figure 11. Test results comparison of the transition characteristic line 

Table 2. Comparison of the running time 

Model Literature[10] Literature[11] Literature[12] 
Text algorithm 

Global Optimization Overall operation 

Pin-CAD 1.864 0.943 1.232 0.223 0.371 

Fandisk 1.864 0.945 1.561 0.451 0.673 

Round cube 1.195 0.601 0.961 0.180 0.300 

Noise Fandisk 1.712 0.803 1.312 0.203 0.285 

 

5. Conclusion 

This paper presents a grid processing noise algorithm. 

Firstly, the constrained Laplacian smoothing model is 

used to make mesh smoothing, in which the constraint 

items are the error term of 
2l  norm and the sparsity con-

straint item with 1l  norm. In the smoothing process, the 

points in flat position move less, while the feature points 

have a greater movement. Then through the analysis of 

the moving distance of the vertices after smoothing to 

extract the initial feature points; finally, the initial feature 

points are processed to make the feature points more 

complete. The experimental results shows that the pro-

posed algorithm can deal with sharp features of noise 

model and normal model, and also the fuzzy features and 

transition features can ne handled. The comparison of the 

testing results and the running time shows the high effi-

cient of the proposed algorithm. 
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