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Abstract: To improve the efficiency and accuracy to discovery resource in cloud system, this paper proposes 

CICP resource scheduling algorithm. The algorithm is proposed based on cloud resource scheduling modeling, 

cloud applications preference measurement and multidimensional objective optimization function. According 

to application preference information, the algorithm makes antibody immune clone operation, immune genet-

ic operation and immune selection operation on antibody priority allocation preferences, and then the paper 

gives specific steps of the algorithm to conduct experimental validation on availability, load balancing and ef-

ficient time. Experimental results show that the proposed algorithm can satisfy the requirements of resource 

scheduling in cloud computing. 
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1. Introduction  

As a new large-scale distributed computing paradigm 

derived by business, Cloud computing utilizes key tech-

nologies like abstraction, virtualization, instantaneous 

deployment and broadband network to unify the form of 

service via internet resource interconnection, interopera-

bility and interoperability. Browser used multi-terminal, 

multi-platform and multi-network as standard to offer on-

demand, dynamic configuration, elastic expansion, low 

price, high availability and high reliability nontrivial 

QOS (quality of service) services including computing, 

storage, platform, etc [1-5]. At any time and any place. 

From a theoretical perspective, cloud computing provide 

low-cost, high efficiency, high availability of services 

through network data centers and dynamic resource pools, 

which effectively achieve the goal of utility computing. 

In practice, users can access to the services they need via 

the Internet with a standard browser at any time and any 

place, and the resources like storage space, computing 

power are application platform no longer limited [6-9]. 

All of these offer efficient solutions for the sharp increase 

in hardware costs, computing and storage capacity, com-

puting services and new requirements brought by the 

development of Web3.0, which achieves widely attention 

from the government, enterprises and research institu-

tions. In cloud systems storage, clusters, data, software, 

network, etc. constitute to cloud resources, which is the 

underlying support environment. For cloud resource 

scheduling features, discovery and scheduling mechan-

ism of researching efficient, economical, rapid resource 

are the main issue of this paper. Resource scheduling is a 

core and challenging important component of cloud sys-

tems. Compared with traditional distributed computing 

paradigm, cloud computing has the following major dif-

ferences: 1) flexible network access mechanisms. Users 

can take advantage of a variety of flexible heterogeneous 

terminals to obtain instantaneous efficient service via the 

Internet; 2) Quantifiable service. Cloud system provides 

users with quantifiable services to make real-time service 

status monitoring and optimization; 3) Rapid supply of 

services. Cloud system through virtualization and other 

related key technologies provides users with various ser-

vices like instant deployment and dynamic configuration; 

4) Services according to need. Cloud system conducts 

resources configuration and reconfiguration based on 

user’s pay; the cost factor is another important factor of 

resource scheduling; 5) Dynamic resource pools. Cloud 

system based on different levels of virtualization tech-

nologies, shields resources distributed and heterogeneous 

characteristics in cloud system to provide users with 

transparent and unified service interface, so that user's 

service requests can rapid completed [10-15]. According 

to the special requirements of the system, a comprehen-

sive, in-depth, systematic analysis and research are con-

ducted. On one hand, the characteristics of application 

are applied to efficiently reduce the search space re-

sources and improve resource discovery efficiency and 

accuracy, so that Quality of customer service can be ef-

fectively ensured. On the other hand, for the user's status 

changes, resources selection and redirection are dynami-

cally conducted. According to the user's application pre-

ferences, the user's economic QOS efficient can be effec-

tively met which can effectively improve user satisfac-

tion. 

2. Modeling 
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2.1. Cloud resource scheduling model 

Priori preferences are divided into rigid preferences and 

the elasticity preferences: Rigid preferences mean that 

the application preferences must be completed within the 

specified range, otherwise the mission will fail. Elasticity 

preferences mean such preferences are completed within 

the zone arranged by user 
jo , also they can be completed 

outside (at this point the users’ utility are low). 

When the k-dimensional feature attribute  ie k , 0≤k≤t 

of resource 
ie  meet the rigid preferences, the preference 

interval of user 
jo  is    [ , ]i ie k low e k up . If the prefe-

rence actual value  ie k real of the k-dimensional feature 

attribute is low, the preference value  we k  of the k-

dimensional feature attribute meets equation (4); other-

wise satisfies the formula(1). 
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Then, the preference weight  q k  with k-dimensional 

feature attribute of the users satisfies the equation (8). 

The preference vector of user  u j  regarding resource 

ie  is as following: 

0

( (0), (1),... ( )), ( ) 1
t

ij ij ij ij ij

i

q q q qi t q k

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2.2. Objective optimization function of multidimen-

sional QOS 

The t-dimensional QOS attribute vector 

      1 , ,...j qij qij k qij kqi  of user  u j  about the resource 

ie conduct t-QOS space. Wherein,  j kqi , 1≤k≤t is the 

QOS of k characteristics attributes of the user  u j on 

resource ie . User utility of k characteristics attributes of 

the user  u j  on resource 
ie is  sys j kUti qi , 1 k t  . 

Thus, in t -QOS space, the cloud resource scheduling 

multiple QOS objective optimization utility function is as 

formula(3)  
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3. Immune Clone Preferences and Multidi-

mensional Cloud Resource Scheduling Al-

gorithm 

Immunity refers to the identification of “Self” and “Non-

self”, and it will discharge the functions of non-self. The 

main actions of immune clone include immune cloning, 

genetic manipulation and cloning immune selection op-

eration. 

3.1. Immune clone 

With a fixed length string integer number of tasks, chro-

mosome of antibodies (Task resource scheduling scheme) 

are generated. Wherein, each gene locus represents the 

allocated resources number. The 0 Generation of the 

thi antibody 
icA  in set U’s tasks set satisfies the equation 

(4), while the 0 generation antibody group with the size 

of AbN  satisfies the equation (5). 

 1 2(0) ( , ,... ), 1,2,...,mt k

i i i i icA ca ca ca ca n        (4) 

 1(0) ( (0),..., (0),..., (0)), 1,...,Abi N AbcA cA cA cA i N         (5) 

Wherein, c  is the resources number of the 
thk task 

ite  of 

the 
thi  antibody. re  is the tasks number of the user set, 

and satisfies the formula (6). Since Min-min algorithm 

has better load balance, initial antibody is generate by 

using the Min-min algorithm. 

 
0

( ), 1,2,...,
r

j

re te i i r


                     (6) 

Wherein, 
ite  is the number of cloud tasks of the 

thj  user. 

Between the antibody 
icA and the antigen iAgAb  satis-

fies formula, which reflects the level of antigen. If the 

antigen iAgAb  is big, the total utility of antibody 
icA  is 

large. 

Affinity iAgAb  between antibody 
icA  and other antibo-

dies satisfies the formula. If the affinity iAgAb  is small, 

the similarity between antibodies is great and the inhibi-

tion between antibodies is strong. When 0iAgAb  , the 

two antibodies are identical. 

Wherein, CAi CAj is the Euclidean distance between 

antibody 
icA  and antibody jcA . AbN  is the clone opera-

tion
C

T
c

  of antibody population CA, which can be seen 

in formula (7). 

1 2( ) ( ( )) ( ( )), ( ( )), ( ( ))Ab

T
C C C C

N
c c c c

CA it CA it CA it CA it CA itT T T T   
 

 (7) 

3.2. Immune genetic operation 

Immune genetic operation is mainly including clones 

recombinant and clone variation. This paper chooses the 

better performance with multi-objective optimization 

Sim ulated Binary Crossover (SBX) and Polynomial 

Mutation (PM) [13]. SBX restructuring is show as for-

mula. 
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Wherein, 
k  satisfies the formula, 

k  satisfies the for-

mula;  0,1r is the random Gaussian distribution number 

within (0,1); k

jca   is results after the reorganization with 

k

jca  and k

jca . 
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          (9)  

Wherein, ,u i  is the random Gaussian distribution num-

ber within (0,1); η is a recombinant index parameter; 
k  

satisfies the formula. 

Wherein, k

uca , and k

Ica   represents the minimum and 

maximum of k genes position of the whole antibodies; 

the greater the η is, the more similar the reorganization 

and new antibodies are. 

PM variation is defined in formula (10). 

( ), {1,2,..., }Abk

k k k k
ca ca ca ca i N

i i u l
              (10) 

Wherein, k

Ica and k

ica  are the values of the k gene locus 

before mutation and after mutation. k is tuning parame-

ters of PM variation, and satisfies the formula (11). 
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PM mutation probability pm is defined in formula (12). 
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               (12) 

Wherein, 
minp is the predefined minimum mutation prob-

ability; p is the predefined variation value; it is the cur-

rent cloning algebra; maxit  is the predefined maximum 

algebra. 

SBX restructuring operation achieves the exchange of 

information between the antibodies. They have adaptive 

convergence along with the evolution of the antibody 

population; PM mutation makes tuning adaptive to the 

antibodies; pm achieve the PM variation by selecting 

antibodies with appropriate probability in different gen-

eration of cloning process. 

3.3. Immune selection operation 

Clone selection operation selects the optimal antibody of 

fitness c from the offspring antibody population of clone 

operation and immune gene operation; thereby a new 

population is formed. Cloning operation s

ct  of antibody 

population CA″ is shown in the formula (13). 
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1 2
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  

(13) 

 Recombination and mutation of high frequency easily 

lead to the loss of dominant mode, so in order to preserve 

the favored model in offspring antibody genes, the algo-

rithm is designed in accordance with the size of the fit-

ness iAgAb ,  and select the same number of offspring 

individuals with the parent personal to make up the next 

generation of antibody population, namely 

( 1) ( ( ) ( )
c

CA it T CA it CA it
s

               (14) 

3.4. Algorithm description 

On the basis of diverse antibody symbiosis in immune 

response and the fact of a small number of active antibo-

dies, cloud resource scheduling multiple QOS optimiza-

tion with the application preferences is combined. By 

using immune clone operation, immune genetic manipu-

lation and cloning elective operation, cloud resource 

scheduling by immune clonal with preference (CICP) 

optimization algorithm is proposed as shown in algo-

rithm 1. 

Algorithm 1 CICP algorithm 

Input: cloud resource set R, cloud user set U, cloud prob-

ability matrix 

m np  , preference interval, 5-QOS utility interval, minim-

al mutation probability minp ,magnitude mutation p, and 

maximum generations  maxit ; 

Time complexity of the CICP algorithm consists of im-

mune clone, immune genes and clone selection. Let M is 

the number of the objective function; NAb is for scale of 

the antibody group CA (0); antibody scale after complet-

ing the immune cloning operation is as AbN ; so the anti-

body scale after immune genetic operation is as follow-

ings: 

(1 ) / 3 ,AB AB AB c AbN p N N N N                  (15) 

This is the related settings related to the size of the clone 

and generally 3Nc  ·Nab is taken. In the generation of 

the cloning, the time complexity of the target value in 
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initial population and is calculated as  Abo M N ; the 

worst time complexity of immune clone operation is 

  logc co M N N  ; the worst time complexity of 

immune genetic clone operation is  ( ' . 1 )Abo M N p  ; 

the time complexity clone selection operation is 

  log ' 'Ab Abo M N M N   . 

4. Experimental Simulation and Analysis 

4.1. Experimental settings 

CloudSim-based cloud simulation computing platform 

establishes the resource scheduling environment with 10 

data centers and 600 user; its main parameters are shown 

in Table 1. Virtual machine is 100, of which VCPU 

number of each virtual machine are between [1, 2] ; the 

number of tasks for each user are between [5,10]; the 

amount of calculation is between [10000,20000] MI; the 

data traffic is between [10,30] Mbps. Each task submits 

to Poisson distribution and mutually independent. The 

final completion time jdt  of task 
ite  satisfies formula 

(16). 

 
Table 1. Parameter Setting in Data Center 

Datacenter 

ID 

Machine 

number 

PE/M 

achine 
Cost 

Architecture 

and OS 

DC_0.DC_1 2 1~4 3 X86/Linux 

DC_2.DC_3 4 1~4 6 X86/Linux 

DC_4.DC_5 6 4~8 9 X86/Solaris 

DC_6.DC_7 8 4~16 12 X86/Solaris 

DC_8.DC_9 10 8~16 15 X86/Solaris 

 

,
1.1 max( ) 0.9min( )

j j
j j

l l
dt st

pe pe

 
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 



             (16) 

Wherein, jst  is the submission time for the task 
ite ; η is 

normal distribution random number between the interval 

(0, 1); jl  is the amount of computation for the task ite ; 

pe  is the processing power of each virtual machine. 

4.1.1. Availability 

Availability re  reflects response the first submitting of 

task ite , and the probability of successful return before 

final completion time jte . On the premise of task ite  

selected as it , availability 
re satisfies formula (17). 

0 0

1, in ,1
,

0,

m n ii
ij ijr

j i

if te success t
e

m otherwise
 

 


  


      (17) 

Shown in Figure 1, the availability of CICP algorithm is 

improve 8.3% under the same conditions with r standard 

Max-min algorithm and Min-min algorithm, and when 

the number of users is greater than 400, availability of 

CICP Algorithm remains between [79%, 83.6 %], which 

at high level and keeping the stable range. 
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Figure 1. Availability 

4.1.2. Load balancing deviation 

Load balancing deviation σ reflects the public utilization 

of resources according to their own abilities and applica-

tion preferences. To avoid uneven resource loading, load 

balancing deviation σ satisfies the equation (18) 

2
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1
( ) , {1,2,..., }

1

n

i

i

ld ld i n
n


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  

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Wherein, ift satisfies the formula (19). 
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        (19) 

Wherein, ic  is the cost of resource
it ; jl  is the computa-

tion amount of task 
ite . 
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Figure 2. Load balancing deviation 

Shown in Figure 2, as the number of users increases, the 

load balancing deviation is constantly increasing. But 

compared with Max-min algorithm and Min-min algo-
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rithm, load balancing deviation of CICP algorithm, main-

tains between [0.05, 0.18], which fall 0·28 and achieve a 

better equitable use of resources. When the number of 

users is greater than 400, CICP algorithm can maintain at 

a relatively stable load balancing level. 

4.1.3. Effective time 

Valid time Vt  reflects the effective utilization of time 

when executing tasks in cloud system, which can be 

shown in the formula (20).  Invalid use of time is in the 

time when the tasks are waiting to be executed.. 

 
0

1 /
, {1,2,..., }; {1,2,..., }

m
j i

j jj

l pe
Vt j m i n

m rdt rst

  


    (20) 

Wherein, rdt  and jrst  are respectively the actual sub-

mission time and completion time of task 
ite ; 

ipe  is the 

actual processing power of and the assigned resources 
ie  

of task 
ite . 

Shown in Figure 3, with the number of users are increas-

ing, the effective timeVt  of users continue to fall. Com-

pared with the Max-min algorithm and Min-min algo-

rithms, the effective time of CICP algorithm is a between 

[0.68,0.95], which is increased nearly 0·39, so it has a 

better time utilization. 

Min-min
Max-min

ICA
CICP

100 200 300 400 500 600
User/m

0.4

0.5

0.6

0.7

0.8

0.9

1

V
al

id
 t

im
e

 

Figure 3. Effective time 

5. Conclusion 

As a new computing paradigm cloud computing provide 

QOS services. Resource scheduling is a core and an im-

portant challenging component of cloud system. To solve 

this problem, this paper theoretically makes modeling 

and analysis on cloud resource scheduling model and 

proposes CICP resource scheduling algorithm based on 

performance multi-dimensions QOS of clone immune. 

Experimental results show that the proposed algorithm 

meets the scalability and adaptability requirements of 

cloud computing system, which ensures the effective 

performance QOS and economic QOS and satisfies the 

requirements of resource scheduling in cloud computing 

environments. 
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