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Abstract: As there are ubiquity problems about slowing in detecting limited by optimizing performances in 
current network intrusion detection, this paper proposed the feature selection algorithm based on quantum 
evolution. Firstly, in order to reach optimizing performance, this algorithm promoted quantum evolution algo-
rithm for objective and formed the evaluation function of feature subset, then designed network intrusion de-
tection feature selection algorithm according to the process of quantum evolution algorithm, finally made a 
comparing experiment of the algorithm in this text with feature selection algorithm based on genetic algo-
rithm(FS-IGA), the results showed: the global optimizing ability of quantum evolution’s feature selection al-
gorithm made universal search to feature space, took out unrelated and useless features, increased detection 
effect. 
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1. Introduction 
Intrusion detection system (IDS) is an significant part of 
deep network defense system, according to detecting and 
analyzing related audit data like network flow, system 
log and so on, the IDS judges whether there are actions 
like violating security policy or computer’s system secu-
rity [1-3]. Intrusion detection is to detect intrusion beha-
vior, through collecting information and key points from 
the computer network or computer system analysis, from 
which to discover whether there is a breach of security 
strategy and plans to attack the network or system. Its 
main function is to monitor the running state of the sys-
tem, find out all kinds of attacks, aggression or attack 
results, to ensure that the resources of the system confi-
dentiality, integrity and availability [4]. Because intru-
sion detection can monitor the network in case of not 
affecting the network performance, provide effective 
protection for internal attack, external attacks and misuse 
of the system. Therefore, to provide efficient intrusion 
detection and the corresponding protective measures for 
network security, such as recording evidence for tracking 
and recovery, disconnect the network connection. It with 
the control detection for the essence of technology, can 
make up for the shortage of firewall, plays a role of ac-
tive defense, is an important part of network security. 
Intrusion detection is a new security mechanism begins 
to integrate into the security framework of network sys-
tem. Feature subset algorithm can choose about 10 d, 
compared with the original feature set, using the feature 

subset in the intrusion detection model is established and 
the efficiency of intrusion detection has significantly 
improved, and the algorithm for feature selection effi-
ciency is superior to the literatures of the intrusion detec-
tion feature selection based on genetic algorithm, the 
algorithm. Anderson is the one who firstly proposed the 
concept of intrusion detection, Denning and his col-
leagues proposed a more complete model based on statis-
tics, Mark off chain and time series. Many learning algo-
rithms were applied into intrusion detection and those 
algorithms can be divided into incremental algorithm and 
non-incremental algorithm [5-7]. 
With the expanding and popularizing of the network, 
network attack has becoming more and more, these at-
tacking can lead to unavailable of network even worse 
result, network security now is a global-focused problem. 
Network intrusion detection is a new generated network 
security technology based on positive defense strategy, it 
detects whether there are intrusion actions according to 
analyzing feature characteristics in network connecting, 
and this is a very significant technology in current net-
work security fields [8-10]. However, with the increasing 
speed of network, the prominent issue faced by network 
intrusion detection is the mass data package cannot be 
real-time processed in network connecting. Related re-
searches showed, too much of network connecting fea-
ture information of selecting and analyzing in network 
intrusion detection is the main reason of lower speed of 
detection [11-14]. For this, some scholars worked on 
decreasing feature dimension of network connecting by 
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feature selecting and to solve the problems of low detec-
tion speed in network intrusion detection, which made 
good results. Network intrusion detection is a new gener-
ated network security technology based on positive de-
fense strategy and it’s also the most important link in 
network security structures, it has being wildly used in 
detecting, recognizing and tracking the intruders. Intru-
sion detection, as a positive and real-time security protec-
tion technology, it not only makes up the disadvantages 
of firewall, data encryption, certification and other static 
defense strategies, but also offers all-round protection for 
network with other network security strategies [15-16]. 
In recent years, domestic researchers has turned the fea-
ture selecting of network intrusion detection into optimiz-
ing, used optimized algorithm to get feature subset and 
then used it in intrusion detection, as Intrusion Detec-
tion's Feature Selection Based on Genetic Algorithm re-
spectively used genetic algorithm and simulated anneal-
ing algorithm to select the feature subset; A Quick Fea-
ture Selection Method of Intrusion Detection used par-
ticle swarm algorithm to get the feature subset, compared 
with original feature set, it can increase the effect of in-
trusion detection. While the complexity of network con-
nections data structure and its high dimension, it’s an NP 
combinatorial optimization problem of selecting effect 
feature subset from the original feature set of network 
connecting, and it leads to the optimizing performance of 
those optimizing algorithm limited and hard to get effect 
feature subset, so the integrated detection performance 
needs to be promoted. 
Quantum evolutionary algorithm (QEA) is the product of 
quantum computing theory and evolutionary computing 
theory, a now-developed intelligent optimization algo-
rithm. The special coding and evolution mechanism of 
QEA gave it a superiority performance in solving combi-
natorial optimization problem. This text uses QEA to 
select the feature characteristics in network connecting, 
uses the global optimizing ability of QEA to make global 
search for feature space and to take out unrelated and 
useless feature characteristics, gets optimized feature 
subset and uses in intrusion detection to increase the de-
tection rate. 
This paper mainly made expand and innovative work in 
the following areas to: 
(a) The network connection has complex data instruction 
and high feature dimension, selects effect feature subset 
from original feature set of network connecting is an NP 
combinatorial optimization problem of selecting effect 
feature subset from the original feature set of network 
connecting, and it leads to the optimizing performance of 
those optimizing algorithm limited and hard to get effect 
feature subset, so the integrated detection performance 
needs to be promoted. This text proposed feature select-
ing algorithm based on quantum evolution in coder to 
solve this problem. This algorithm uses quantum evolu-

tionary algorithm in the feature selecting of network in-
trusion detecting, selects a set of efficient feature from 
the original feature characteristics of network connecting 
and applies to intrusion detection in order to increase 
detection rate. Firstly promotes quantum evolution algo-
rithm by aiming at increasing optimization ability, Fisher 
rate based on feature characteristics forms the evaluation 
function of feature subset, then designs the feature selec-
tion algorithm of network intrusion detection by quantum 
evolutionary algorithm. In The algorithm can select a 
feature subset of 10 dimensional or so, compared with 
the original feature set, use the feature subset has been 
significantly improved in efficiency by building models 
of intrusion detection and intrusion detection, and feature 
selection algorithm efficiency is better than that of "ge-
netic algorithms to intrusion detection algorithm based on 
feature selection". 
(b) In order to further prove the accuracy and efficiency 
of feature selecting algorithm based on quantum evolu-
tion, makes a comparison experiment between the algo-
rithm in this text with feature selection algorithm based 
on genetic algorithm(FS-IGA), the laboratory uses 41 
dimension characteristic which takes TrD1 as training 
sample and sample instances as original feature set, 
makes feature selection by the algorithm designed in this 
text, Compared intrusion detection model based on 9 
dimensional feature subsets with original intrusion detec-
tion model based on 41 dimensional features, the model-
ing time and test time are significantly reduced invasion. 
In the detection rate and false alarm rate, the detection 
rate of the former increased an average of 0.996% than 
the latter; in the feature selection algorithm spending 
time, FS-IQEA is less 79%than FS-IGA. Compared the 
detection model based on 10 dimensional feature subsets 
with original intrusion detection model based on 13 di-
mensional features, the modeling time and intrusion test 
time overhead are slightly less. The experiment result 
showed: in the feature selection of network intrusion de-
tection, the optimization ability and speed of the algo-
rithm in this text is better and faster than the feature se-
lection algorithm based on genetic algorithm(FS-IGA), 
while takes out unrelated and useless feature characteris-
tic, increases detecting effect. 

2. Feature Selecting 

The mathematic model of feature selecting: for an given 
feature set F = { f1,f2,…,fn} , n is the range of feature set, 
one of its feature subset can be expressed by a binary 

vector: S = { s1,s2,…, ns } ( { }0,1is ∈ , 1, 2,...,i n= ) , is  = 
1 refers to i  feature if  is selected; contrary, it refers to 
i  feature if  is not selected. Feature selecting needs to 
solve the two key problems: designs searching strategy 
and evaluating function, whose effect is generates and 
evaluates feature subset. 
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2.1. Searching Strategies 

Nowadays the basic searching strategies of feature select-
ing is exhaustive search, random search and heuristic 
search, they both have advantages and disadvantages, 
and always uses in combination. QEA, as a randomly 
probability searching algorithm, because it takes heuristic 
search strategy in computing process, which makes its 
searching space is far less than O(2n), and has special 
advantages in feature selecting, but its optimize perfor-
mance is not ideal when solving complex problem, so 
QEA needs to be promoted and solving problems using 
promoted QEA. 
Population evolution is the driven mechanism of QEA 
optimizing, often uses quantum revolving door of formu-
la (1) and to update quantum bit through formula (2) to 
realize evolutionary operations, the value of iθ  in updat-
ing process is got by previously defined rotation angle 
table, the angle in this table is discrete and settled, the 
updating operates for chromosome’s quantum bit is li-
mited in several settled conditions.  
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i jε ϖ T is the probability amplitude uses to update 
i quantum bit of the chromosome; 

1 1,j i
i jε ϖ+ +   T is the 

probability amplitude of i  quantum bit of the chromo-
some after updating; ( ) ( ), . . ,i i j i i js sθ ε ϖ θ ε ϖ= ∆ respec-
tively refers to the dimension and direction of rotation 
angle. 
In complex optimize issue, this condition limited updat-
ing operations has limited optimizing ability and cannot 
search for global optimization, while it needs complex 

multipath conditions for judging in searching iθ , this af-
fects the efficiency of algorithm. So the promotion of 

computing for iθ  is the key to increasing the optimizing 
ability of QEA and also the main direction of promoting 
QEA. The promoted strategies’ design process in this 
text is as following: 
Proposes angular distance of qubit phase angle. 
For combinatorial optimization, often simplifies the 
probability of quantum bit as real number, so there uses a 
set of real number (α,β) which meets the conditions of 
normalization to express the probability amplitude of one 
quantum bit, now the quantum bit can reflect as unit vec-
tor in 2-D real space, and the quantum bit in quadrant 
two, three and four can project in quadrant one, and gives 
the definition of quantum bit’s phase angle and angle 
distance. 

Definition one: Supposes the probability amplitude of 

given quantum bit ϑ  is ,α β T ( ,α β is real number), 

supposes ( )arctan /β α is the phase angle of ϑ , 
sets [ ]0 , / 2ϖ ϑ π∈ . 

( )arctan / , 0

/ 2, 0

β α α
ϖ ϑ

π α

 ≠= 
=   (3) 

From definition one, the phase angle of 0  is 0, the phase 
angle of 1 is / 2 , , 0 , 1 / 2i eπ ϖ ϑ ϖ π= = π/2. 
Definition two: Supposes phase angle of quantum bit 

1ϑ is 1ϖ ϑ , phase angle of 2ϑ  is 2ϖ ϑ , calls 
2 1ϖ ϑ ϖ ϑ− is the angle distance from 1ϑ to 2ϑ , 

sets: 

1 2
ϑ

ϑ ϑ

∆

→  
Obviously angle distance is a vector, including magni-
tude and symbols, magnitude refers to the range of def-
lection, symbols refers to the direction of deflection, “+” 
refers to clockwise, “-” refers to anticlockwise. From 
definition two, two special angle distance as the formula 
(4) and (5): 

( )00
arctan /ϕϑ

ϑ ϖ ϖ β α
→

∆ = − = −
  (4) 

( )10
/ 2 arctan /ϕϑ

ϑ ϖ ϖ π β α
→

∆ = − = −
  (5) 

Using angle distance calculating rotation angle. 
Analyzing the quantum bit’s updating process of formula 
(2), under the effect of quantum revolving door, probabil-
ity amplitude of quantum bit changes, and changes the 
probability of values 1 or 0 of quantum bit, in reality, it 
makes the quantum bit deflect, and proposes a dynamic 
adjust iθ  strategy based on angle distance. The rotation 
angle can be calculated by formula (6) and (7). 

( )1 /
i

i x bf f
ϑ

θ ϑ
→

= − ∆
  (6) 

There: xf  is the fitness value of updated individual, bf  
is the fitness value of current optimal individual. 
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When calculating rotation angle iθ  by formula (6) and 
(7), gets the symbol of iϑ

θ∆
and can make all the quantum 

bit of current chromosome deflect to the corresponding 
quantum bit’s ground state of optimal individual, which 
ensures the evolution direction of the algorithm; while 
the magnitude of iθ  can self-adapted calculates appropri-
ate angle by the condition of current needs to be updated 
quantum bit and the fitness value of chromosome, then 
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ensures the evaluation performance of the algorithm. So 
the process of calculating rotation angle iθ  by formula (6) 
and (7) is dynamically and continuously, it’s more com-
prehensive and careful for the searching of the result 
space, and simple in calculate, easy to understand.  
Using H door revising probability amplitude of qubit 
Analyzing the adjust strategy in formula (6) and (7) and 
getting the adjustments still has some limitations, when 
individuals are far from the optimal individual, /b if f is 
very small, and it needs to be adjusted a lot, probably 
makes the probability amplitude of quantum bit fast tends 
to 0 or 1 and leads to observed value convergences too 
early, especially in the early times of evolution, most 
individuals has low fitness degree, too much of adjust-
ment may make them convergences too early and fells 
into premature convergence. In order to overcome this, 
using H door to revise probability amplitude of quantum 
bit after updating, revise strategy is to set a minimum 
threshold , when 2α  or 2β of quantum bit after updat-
ing is less than threshold ε, uses formula (8) to revise this 
quantum bit. 

1

1 1 1

1 1

, 1 , 1

, 1 , , 1

, ,

t l
i

tl l l
i i i

tl l
i i others

ε ε α ε

α β ε ε β ε
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+
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+ +
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   = − ≥ −   

     (8) 

Form formula (8), the revising operation of quantum bit 
is when 2α  or 2β  is too much close to 0 or 1, so as to 
increase the diversity of observing population and avoid 
premature convergence of the algorithm. 
Using chromosomal chiasma to increase the activity of 
population. 
One of QEA’S disadvantages is it sometimes fells into 
the condition of stop in the last times of evolution which 
lows the optimize effect of algorithm, using chromosom-
al cross to promote this, the basic idea is when the algo-
rithm stops, makes small disturbance by cross to the pop-
ulation individuals and changes parts of the chromo-
some’s quantum bit, increases the activity of population, 
keeps the searching of algorithm going. The judgment of 
algorithm’s stop is: given a relatively small threshold 
0 1εp  , if the neighbors two population’s average 
fitness change less than δ in continuously 5 generations, 
and then regard it as stop, cross should be taken, the steps 
of chromosome cross is: 
Randomly orders the chromosomal in population; 
Randomly confirms m( 0<m≤5) qubit as chiasma point; 
Circular shifts n(number of chromosomal) times of qubit 
probability amplitude in chiasma point. 

2.2. Evaluating Function 

Feature selecting can be divided into Filter and Wrapper 
according to the relationship between feature subset 

evaluation principles and subsequent classifier. Consider-
ing the big data in network intrusion detection and the 
high dimension in data feature, takes Filter evaluation 
principle based on distance, uses Fisher rate to design the 
evaluation function of subset, main idea is the stronger 
classified feature has shorter cluster distance while weak-
er classified feature has longer cluster distance. 

To the data set { }1 2, , ... nx x x x= , ( )1 1, 2, ...,i dx n r= ∈  
makes up by n samples in d-dimension feature space, 
divides into c class: C1,C2,…,Cc,each has in  samples. 

1

r

i
i
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=
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Definition three: the ratio between distribution informa-
tion among course 

( )k
bs  in sample set in k dimension and 

distribution information inside a class ( )k
ws  is called Fish-

er rate ( ) ( )/k k
b ws s . 
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There ( )ks  refers to k dimension feature value of sample 
x, ( )k

js  and ( )km  are respectively the average value of k 
dimension feature of j sample and all samples; ( )ks  refers 
to the distances between different kinds of samples, ( )k

ws  
refers to the distances between same kinds of samples.   
Definition four: According to definition three, the ratio 
between distribution information among course 

( )rk
bs  in 

sample set of the feature subset makes up by k features 
and distribution information inside a class 

( )rk
ws  is called 

Fisher rate
( ) ( )/rk rk
b ws s .  
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  (12) 
To simplifying the calculation, there divides two classes 
of network intrusion detection’s data samples: normal 
data and intrusion data, respectively calls positive sam-
ples and negative samples, now the problems is simpli-
fied as binary classification problems. To this sample set 

{ }1 2, , ... nx x x x= , sets positive samples as 0.0 in X, nega-
tive samples as X2, n1 is the number of positive samples, 
n2 is the number of negative samples, from definition 
four and gets: 
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2
1 1

1

j

r e
rk i i i i
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ns x m m m
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From definition three and four, Fisher rate refers to the 
feature’s contribution degree to classify, a bigger Fisher 
rate the feature subset has, the stronger classified ability 
of the feature subset is. So, aims at network intrusion 
detection, the evaluation function of feature subset can be 
designed as: 

( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )

1 1

2 2
1 2

1 2
1

2 2

1 2
1 1 2

1 1

r
i i i i

i

r
i i i i

i x x x x

n nS m m m m
n n

x m x m
n n

=

= ∈ ∈

 = − + − 
 

 
− + − 

 

∑

∑ ∑ ∑
   (14) 

CONCLUSION 
There are many unrelated and useless feature information 
in network data package, if they are all used in intrusion 
detection, the detection efficiency would be decreased, 
this text used quantum evolutionary algorithm to reduce 
the feature dimension in network connection, proposed 
the feature selection algorithm based on promoted quan-
tum evolution algorithm. In the experiment of KDD99 
dataset, the algorithm can select about 10 dimension of 
feature subset, compared with original feature set, it has 
obviously increase in modeling intrusion detection and its 
effect using feature subset, and the algorithm’s feature 
selecting effect is better than the algorithm in document 
Intrusion Detection Feature Selection Based on Genetic 
Algorithm, increased the detection effect. 
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