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1. Introduction 
In this paper, we think about the unconstrained optimiza-
tion problem: min ( ), nf x x R， where the function ( )f x  is 
continuous and its derivatives cannot be explicitly com-
puted [1, 2].  
Considering the class of derivative-free trust-region me-
thods, many algorithms can be found in the literature. 
They have global convergence quality [3, 4] for solving 

the following model, ( ) ( ) 1
2

T T
k k k k km x s f x g s s G s+ = + +  

where n

k
g R∈ and the n n× symmetric matrix kG are de-

termined by the model interpolates f at a set of points 
( ) ( ) , ( ) (y ), 1,2, ,l l

k k km x f x m fy l m= = = L and

{ } { }1 2, , , m
k kY y y y x= ∪L is the interpolation point set. 

1m n= +  can be chosen when using the linear model, and 
( )( )( )1 / 2 1 2m n n= + + should be chosen when using the 

quadratic model. Actually, this paper combined the linear 
and quadratic model for solving the derivative-free opti-
mization effectively. The following is the construction 
method of the ( )1 / 2 (n 1)(n 2) (n 1)+ + − +  interpolation 
points when the linear model is transformed into the qua-
dratic model [5, 6]. 
Suppose the present point is kx , and the interpolation 
point set of linear model is { }kx , where 0,1,2, ,k n= L , 
then the quadratic model can be constructed. Set 0 ,kx y=  
and the other points are respectively y , 1, 2, ,k n= L , then: 

0 0
1

0 0

(y y ), 1
.

2 (y y ), 1
i i

n
i i

y
y

y
θ σ

θ σ+

− − = −
=  + − =

 

If 0( ) ( ),if x f x<  then 1iσ = , and else 1iσ =− . Set 

( )(p,q) 2n 1 p 1 / 2 (q 1)( 2)i q= + + + − − , (1 p q n)≤ < ≤ ,and   

(p,q) 0 0 0(y y ) (y y ) .n i n p n p n q n qy y θ σ σ+ + + + + = + − + −   
Actually, the wedge trust region method is to compute 
 a trial step ks by solving 

min ( s)

. .
.

k ks

k

k

m x

s t s
s W

+

≤ ∆

∉  
where kW is a set which contains the “taboo region” area 
[7], and its purpose is to avoid the new point falling into  
it. The trail step ks is calculated by the method which is 
introduced in [8]. We should set the outly  which is the 

farthest satellite from the current iterate kx , and it can 
guarantee the virtue of the models. 
  In 1982, the first non-monotone technique was proposed 
by Chamberlain et al. [9] for constrained optimization to 
overcome the Maratos effect. As it developed [10-13], 
Zhang et al. [14] found that non-monotone technique still 
had some drawbacks and they put forward a new non-
monotone model 
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  where 

[ )m in 0 ,1 ,η ∈ [ ]max min ,1 ,η η∈ [ ]1 m in m a x,kη η η− ∈  
are two given constants.                                                  
The rest of this paper is organized as follow. In section 2, 
the new non-monotone wedge trust region algorithm will 
be established, and the algorithm analysis is interpreted. 
Numerical results are proved in section 3 which indicate 
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that the new method is very efficient for unconstrained 
optimization problems. Some conclusions are given in 
section 4. 

2. A new Non-monotone Wedge Trust Re-
gion Algorithm 

Step 1. Set the current point kx , an initial trust region 
radius 0k∆ > , and the parameter of wedge trust region 

0.4γ = . The interpolation set is { }1 2, , , mY y y y= L , 

which satisfy ( ) ( )kf x f y≤ , and 

arg maxoutl
y Y ky y x∈= − . 

Step 2. Construction quadratic model km and define the 
wedge kW . 
Step 3. Solve the sub-problem (2) and compute the trial 
step ks , and calculate 
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Step 4. If 10* 0.1keps ≤ ∆ <  or 0.5kr < , set model as 
‘quadratic’, go to step 1; else set model as ‘linear’. 
Step 5. Update the trust region radius with the following 
Algorithm analysis: if the model is the linear model, then 

11k +∆ ; if the model is the quadratic model, then 
12k+∆ . 
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1 2 30.01, 0.95, 1.05,α α α= = = 1 2 30.5, 2, 1.01.β β β= = =  
Step 6. if ( s ) ( )k k kf x f x+ < , then k kx x s+ = + , 

 { } { }\ lout
k kY x Y y+ = ∪ ; else 1k kx x+ = , 

{ } { }/ , ( )

,otherwise.

out outl l
k k k kx s y y if y x x s x

Y
Y

 + ∪ − ≥ + −= 
  

 
Step 7. , ,k k kx x Y Y+ + +← ← ∆ ← ∆ , go to step 2. 

3. Numerical Results 
In this section, we select 15 problems, which are from the 
CUTE [15]. In this work, the traditional wedge trust me-
thod lg1and the new method lg 2 are compared according 
to the number of function evaluations. In the following 
table, the name of 45 test questions and results are given. 
We define n as the dimension of the objective function, 
nf  the calculative times of an experimental function val-
ue. f is the optimal point and the  wed act  represents the 
number of wedge constraints play a role. The final value 

of parameterγ which is a parameter used to control the 
space of “taboo region” is given in the last column when 
the algorithms stop. 
 
Table 1. Comparison Non-monotone Wedge Trust Region 

Algorithm with Wedge Trust Region (about nf and f ) 

n problem 
nf  f  

lg1 lg 2  lg1 lg 2  
6 BIGGS6 355 211 2.44E-01 3.79E-09 

10 BROWNAL 344 221 9.03E+11 2.10E-28 

2 HAIRY 52 192 3.90E+02 2.00E+01 

2 HIMMELBG 99 151 1.43E-07 0.00E+00 

2 FREUROYH 80 189 4.93E+01 4.90E+01 

5 GENHUMPS 209 204 7.57E+03 3.79E-09 

3 HATFLDD 112 181 6.02E-012 6.62E-08 

10 BRYBND 260 223 3.64E+11 2.40E-29 

3 PFIT1LS 222 171 2,51E+02 2.02E+02 

5 OBSORNEA 279 121 1.77E-01 7.44E-05 

6 EDENSCH 116 183 1.07E+02 1.03E+02 

6 HEART6LS 1200 185 1.29E+02 3.16E-01 

2 SISSER 236 147 8.72E-08 1.52E-58 

3 BARD 94 156 7.84E-02 8.20E-03 

2 JENSMP 66 148 2.65E+02 1.24E+02 

 
Table 2. Comparison Non-monotone Wedge Trust Region 

Algorithm with Wedge Trust Region (about  wed act andγ ) 

n problem 
 wed act  γ  

lg1 lg 2  lg1 lg 2  
6 BIGGS6 17 5 4.01E-07 6.10E-03 

10 BROWNAL 46 2 6.54E-15 1.07E-01 

2 HAIRY 14 2 2.24E-12 1.36E-02 

2 HIMMELBG 53 6 6.0E-157 3.82E-05 

2 FREUROYH 21 4 3.73E-15 9.49E-05 

5 GENHUMPS 23 2 2.54E-17 5.00E-03 

3 HATFLDD 20 4 2.29E-15 3.40E-03 

10 BRYBND 31 8 1.81E-14 3.10E-03 

3 PFIT1LS 11 9 5.14E-06 2.50E-03 

5 OBSORNEA 17 9 9.04E-10 1.84E-04 

6 EDENSCH 28 4 1.07E-15 6.10E-03 

6 HEART6LS 20 6 1.51E-06 6.14E-02 

2 SISSER 36 3 1.61E-15 7.10E-03 

3 BARD 26 106 9.12E-16 3.70E-03 

2 JENSMP 32 3 5.24E-15 4.50E-03 

 
In this experiment, there are 14 problems of the new al-
gorithm performing better than the traditional wedge trust 
region method considering the number of function val-
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ue’s calculations, and the final γ of the new algorithms is 
bigger than the traditional methods for every problem. At 
the same time, the new method used less time getting the 
optimal solution. According to the experimental results, 
we can see that the new method is very effective and easy 
to be implemented. 

4 . Conclusions 
In this paper, we pretend a new non-monotone wedge 
trust region method for derivative free unconstrained 
optimization. The mixed non-monotone algorithm of 
linear and quadratic model is very efficient for obtaining 
the optimal function. 
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