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Abstract: This study starts from the perspective of the challenges of machine learning, mainly explores the 
high-dimensional spatial structure and the overall data, and analyzes with the number of calculated data to 
find the optimal solution. And then, this paper explores combined with the current hot topic that people con-
cerned about to make people put more attention on the machine learning. 
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1. Introduction  
With the development of the times and the continuous 
progress of science and technology, machine learning has 
been rapidly developed and utilized; it plays an increa-
singly widely used role in the social production. But at 
the same time, some of the problems in machine learning 
have gradually emerged and became the focus of the 
times. We need to combine the systematic architecture of 
machine learning to conduct in-depth exploration to pro-
vide more helps for machine learning in the application 
of social life. 

2. Challenges of Machine Learning 
From the perspective of rapid development of the society, 
machine learning has made great progress in China, but 
at the same time a lot of problems are gradually revealed. 
The following study mainly focuses on some of the prob-
lems with the actual situations. 

2.1. Lack of high dimensionality space and samples 

In the case of some practical problems, in general, the 
characteristic function values are high. For example, in 
the case of graphics processing, taking samples of some 
single characteristic value, it will find that its characteris-
tic dimension is large; while taking samples of the other 
characteristic value, the high dimensional spatial features 
will be found. In organizing the text structures, the func-
tional meaning should be confirmed and through the per-
formance of characteristic dimension to allocate high 
dimensional space. 
The following content takes the samples’ characteristic 
values of high dimensional space into account, in the 
case of conceptual density distribution, some of the 
ranges with samples’ characteristic must be measured to 
obtain a specific parameter value, or the type of data can 
be divided by the relevant estimation result. Different 
network structures have a high dimensional density prob-

ability distribution, so the number of samples in the two-
dimensional space should be measured in conjunction 
with the function value. The number of samples in the 
same space increases as the dimension increases, and this 
phenomenon can not be ignored in the analysis of the 
samples. Since the number of samples can not reach the 
predetermined requirement when estimating the dimen-
sion, in graphic recognition process it can not be divided 
by simple text classification, so the structure of high di-
mension will lead to difficult data analysis. The corres-
ponding knowledge training can be obtained through 
appropriate classification arrangements so as to reduce 
the pressure of graphics operations by dimension reduc-
tion. Or more training data with distinctive characteristics 
can be obtained by comparing separate sample data and 
combining random variable structure under the indepen-
dent conditions. While providing important help for ran-
dom variables and sample storage. If there is a separate 
data model among random variables, there is a pressure 
on data operations when establishing separate analysis of 
the samples. Therefore, combined with the actual situa-
tion for analysis, it can be found that the separate high 
dimensional data model can only put forward operation 
of conceptual structure by embedding in low dimensional 
samples. In the case of such analysis and comparison, the 
probability model should be calculated with concept of 
data. At the same time, the characteristics of the sample 
structure show that in the conduct of comprehensive 
learning and thinking, problems should be solved by the 
dimension measurement. 

2.2. Difficulty of finding the optimal solution 

For the time being, most of the machines still use the 
method of transforming objective function to obtain 
complex optimal solutions. This is very useful for the 
target sample function. In the determination of the sam-
ples’ function characteristic values, it is always influ-
enced by its constant and linear spatial structure, but it 
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can be optimized by formalized variable structure. But in 
general, it is not possible to obtain the range of optimal 
solution by understanding the change of the objective 
function value. In addition, in obtaining the optimal solu-
tion by optimization techniques, some optimization tech-
niques may consume too much cost, and the final range 
of parameter values can not meet the corresponding re-
quirements. In machine learning, the problem of some 
machines can be understood by the release of the optimal 
solution. By mastering and understanding the learning 
situation of the machine, the optimal algorithm that is the 
most suitable for the optimal solution should be designed. 
This is very important for the current machine learning 
area. In the calculation of local measurement of the unit 
area, it should be measured by the initial value of the 
algorithm to obtain different optimal solution. Or the 
global variables can be found through the range of the 
machine learning field. In general, people obtain the op-
timal solution only through a simple local decomposition 
method for the calculation of the initial value in local. If 
people get different algorithm initial values, in the calcu-
lation of the function there will always be different va-
riables. 
Therefore, the calculation of the global optimal solution 
is particularly difficult, more parameter variables can 
only be obtained through the gradient calculation method, 
and more local variables can be obtained by the opti-
mized function space and the measured scope. After the 
corresponding algorithm cognition, the corresponding 
optimal solution range can be obtained. If these optimal 
solutions do not get corresponding parameter variable in 
the measurement of local extremum, the objective func-
tion is only a kind of corresponding function in the con-
struction of the corresponding problem. Through the op-
timized functional problem transformation can be meas-
ured again. However, it is not clear that if the optimal 
solution for this objective function must be obtained by 
this way, or whether the optimal solution can be obtained 
by this way. 

2.3. Poor interpretation 

Through the above research, it can be seen that in the 
function modeling of machine learning field, the actual 
situation should be taken into consideration for the re-
search and analysis to build the corresponding module, 
which will achieve the function of machine learning. 
Then in machine learning, the poor interpretation may be 
also linked to the construction of practical problems. In 
the output of the corresponding text, different areas 
should be controlled and combined with the model struc-
ture of the sample to spread. Or in the output of some 
molecular material, the analysis of corresponding func-
tion model can be obtained through the analysis of the 
sample structure, and the corresponding data can be mo-
nitored. In the organization of data prediction, the ma-

chine learning also need a comprehensive structural data 
construction, or through the conversion of corresponding 
model parameters, the poor interpretation can be ex-
plained. On the basis of satisfying the range of output and 
input, extensive explanations can be obtained by con-
structing good machine learning differences. In the calcu-
lation of optimal solution model, more data can be ob-
tained by analyzing the corresponding questionable data. 
From the perspective of current numerical variables and 
the corresponding relationship determination, if there is 
no measurement within causal ranges, in a scientifically 
and rationally systemic construction, the concept of caus-
al relationship need to be combined to get analysis results 
with time characteristics. Besides, on the basis of the 
construction of function model, with the corresponding 
content of the time of big data to analyze the relevant 
causal relationship, or with the scientific and effective 
conceptual identification to carry out the analysis, so that 
more explanatory results can be obtained 

2.4. Calculation of large data quantity 

In the measurement of data quantity, it must be combined 
with the characteristics of the time for analysis. The fol-
lowing study is mainly focus on the application of data 
quantity, or through the measurement that in the field of 
large data quantity and the construction of the basic pa-
rameters in scope of machine learning, it is very impor-
tant for the calculation of the current large data quantity. 
The requirements of the application calculation of large 
data quantity, algorithm structure that is more adapt to 
the current machine learning, and the use of high perfor-
mance corresponding parameter analysis should be taken 
into account. Besides, debugging in accordance with the 
working state and combined with the methods of basic 
theoretical study can be used to solve practical problems. 
However, the development of machine learning is very 
fast for the overall parameter structure. Many people 
have integrated different theoretical basic knowledge 
learning and overall as a whole, or through the explora-
tion of practical problems to obtain the calculation of 
large data quantity. 
At present, due to the large amount of large data quantity 
calculation, in the development of corresponding algo-
rithm and analysis structure, it must be allocated combin-
ing with the learning of big data information. Because the 
development of big data is very rapid, it is difficult to 
form a coherent in complexity of time and space. The 
post-training large data quantity code structure has to 
obtain the corresponding structure by repeated operation, 
or use the method of learning adjustment to complete the 
calculation of parameters. In support of the huge data 
uniform, analyzing combined with the machine learning 
algorithm to get more relevant variable structures. On the 
basis of rapid equivalent operation, it should accurately 
obtain the size of certain values by searching and analyz-
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ing the proportion of the corresponding parameters. 
However, in the machine learning process, it is difficult 
to analyze by operation structure of the algorithm, but 
can be dealt with by combining with the accurate algo-
rithm precision operation. 

3. Several Important Questions of Machine 
Learning 
3.1. Big data 

In the process of machine learning, it is easy to meet 
some big data problems. It is mainly because of the data 
storage and conversion through the application of Inter-
net technology, which is very important for the current 
information processing. The learning of big data in ma-
chine learning is always difficult to sum up and study 
because of its large amount. These synthetic algorithms, 
which are processed by data distribution, often have 
some unique architecture. At this time, there are always a 
lot of difficulties in the collating and analyzing learning 
algorithms. If build the corresponding parameter system 
simply in learning process, it is difficult to complete the 
design of machine learning algorithm. In the analysis and 
study of data, it is necessary to obtain the data with basic 
structure through the distribution of different data quanti-
ties. Or for the application of large amounts of data, it 
can find a small amount of data through some phenome-
na, which is not yet found in the past. In the correspond-
ing application relationship, optimize the algorithm struc-
ture of big data, so that the structural model can obtain a 
more complete performance system, through the analysis 
of the algorithm data to get more practical results. Reduc-
ing the drawbacks of fewer samples through the standar-
dized operation is of great significance for the calculation 
of sample size. For the study of structural models under 
different systems, the classified physical structure basis is 
easy to be compared and calculated. It has a certain help 
for the current regional structure calculation by combin-
ing with changes proportion of parameters of the big data 
and obtaining more performance parameters in the struc-
turing model. In the era of big data information, if the 
overall algorithm structure changes, it will lead to the 
measurement of samples’ number affected. The basic 

identification of big data information provides some 
compensation for the algorithm with different structures. 

3.2. Deep learning 

In the process of deep learning, it is mainly rely on artifi-
cial neural network for depth measurement. More effec-
tive function knowledge system can be obtained through 
the reverse transmission of data information. On the basis 
of constructing the perfect neural network structure, the 
learning algorithm and the basic unit are built through the 
different representation of continuous function. For the 
neural network, if there are some local extreme value, it 
will lead to that the objective function is difficult to nor-
mally achieve. The limitation of the sample size is also 
obtained by exploration of learning. In the process of 
deep learning, it is necessary to gain a deep understand-
ing of the implicit phenomena of large numbers of data 
samples. Through the comparison of different parameters 
under the neural network to carry out effective data 
monitoring, this can be simply paid to get more data in-
formation. For example, in the processing of graphics 
information, more effective information can be obtained 
through deep calculation and combining with specific 
measurement methods for processing. Then the deep 
learning must optimize its generalization ability. 

4. Conclusion 
With the development of the times, the progress of 
science and technology, and the advent of the informa-
tion age, machine learning has brought more and more 
benefits to social production. This paper explores with 
challenges of machine learning, hoping to provide more 
help for the future machine learning. 
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