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Short Text Categorization Based on 
Instance Selection Learning 

Yan ZHAN, Hao CHEN, Guochun ZHANG 
College of Mathematics and Information Science, Hebei University, Baoding, 071002, CHINA 

 
Abstract: Text Categorization is an important component in many information organization and information 
management tasks. In short text classification problem, which is as a branch of text classification, there will 
be too many instances which need much computation time and memory requirement. This paper proposes an 
instance selection learning method which can reduce the instance numbers in K-NN classification algorithm. 
The experiments also compared the learning algorithm with existing reducing samples algorithms such as 
Condensed Nearest Neighbor, Selective Nearest Neighbor, Reduced Nearest Neighbor Rule, Edited Nearest 
Neighbor Rule in Short Text Categorization. 

Keywords: Short Text Categorization; Instance Selection Learning; K-NN Classification  

 
1. Introduction  
The automated categorization of texts into topical catego-
ries has a long history, dating back at least to 1960. Until 
the late ’80s, the dominant approach to the problem in-
volved knowledge-engineering automatic categorizers, 
i.e. manually building a set of rules encoding expert 
knowledge on how to classify documents. In the ’90s, 
with the booming production and availability of on-line 
documents, automated text categorizations has witnessed 
an increased and renewed interest [1].  
Text Categorization (TC) is an important component in 
many information organization and information man-
agement tasks. 
Short text classification means the classification of few 
content texts (usually less than 100 words). Nationally 
and internationally text categorization [1,2] has many 
years of research, but in this essay classification field 
work less [3,4].  
This short text classification problem as text classifica-
tion a branch, in addition to the same with traditional text 
classification to a certain degree, still need to face some 
special problems to be solved, because text length short, 
features sparse, hard to measure the essay, similarity be-
tween simply from common text classification task of 
transplantation is often and can't get a good result [5].  
Most algorithms to train artificial neural networks or ma-
chine learning methods use all vectors from the training 
dataset. However, there are several reasons to reduce the 
original training set to smaller one. The first of them is to 
reduce the noise in original dataset because some learn-
ing algorithms may be noise-fragile (for example, plain 
linear discrimination methods [6]). The second reason to 
shrink the training set is to reduce the amount of compu-
tation, especially for instance-based learning (or lazy-
learning) algorithms [7] such as the K-nearest neighbors 

[8], or for huge training sets. The third and relatively new 
reason to use vector selection appeared together with new 
prototype selection algorithms. These algorithms shrink 
training sets sometimes even below 1% of original size 
keeping the accuracy for unseen vectors high. As the 
results of shrinking good prototype vectors are selected. 

2. K-nearest Neighbor Algorithm  
K-nearest neighbor is a classification method based on 
statistic theory. It is a method frequently used in data 
mining classification algorithm. This algorithm assumes 
all instances correspond to points in the n-dimensional 
space nR . The nearest neighbors of an instance are de-
fined in terms of the standard Euclidean distance. More 
precisely, let an arbitrary instance x be described by the 
feature vector <a1(x), a2(x)…an(x)>, Where ar(x) denotes 
the value of the rth attribute of instance x. Then the dis-
tance between two instance  ix  and jx   is defined to be 

),( ji xxd  , where  

    
∑

=

−=
n

r
jrirji xaxaxxd

1
))()(( 2),(

                (1) 

Learning in this algorithm consists of simply storing the 
presented training data. Each time a new query case is 
encountered, its relationship to previously stored cases is 
examined in order to assign a target function value for 
the new case. The larger the case base, the greater the 
problem space covered, however, it would also reduce 
the system’s performance if the number of cases exceeds 
an unacceptably high threshold. In general, in one case 
base, the denser the cases, the more redundant cases are 
contained. It is necessary to refine the case-base by delet-
ing the redundant cases to improve the performance of 
NN algorithm [9]. 
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3. Some Samples Reduction Algorithms 
(1) Condensed Nearest Neighbor (CNN).  

Hart made one of the first attempts to reduce the size 
of the training set with his Condensed Nearest Neighbor 
Rule (CNN) [10]. His algorithm finds a subset S of the 
training set T such that every member of T is closer to a 
member of S of the same class than to a member of S of a 
different class.  
(2) Selective Nearest Neighbor (SNN).  

Ritter et al. extended the condensed NN method in 
their Selective Nearest Neighbor Rule (SNN) such that 
every member of T must be closer to a member of S of 
the same class than to any member of T (instead of S) of 
a different Class [11].  
(3) Reduced Nearest Neighbor Rule (RNN). 

Gates introduced the Reduced Nearest Neighbor Rule 
[12]. The RNN algorithm starts with S=T and removes 
each instance from S if such a removal does not cause 
any other instances in T to be misclassified by the in-
stances10 remaining in S.  
(4) Edited Nearest Neighbor Rule (ENN).  

Wilson developed the Edited Nearest Neighbor (ENN) 
algorithm in which S starts out the same as T, and then 
each instance in S is removed if it does not agree with the 
majority of its k nearest neighbors (with k=3, typically) 
[13]. This edits out noisy instances as well as close bor-
der cases, leaving smoother decision boundaries.  
(5)Generalization Capability (GC) Algorithm.  

We apply instance selection learning, which will re-
duce the case number into K-NN algorithm so that we 
can improve indexing efficiency in searching near neigh-
bors. Firstly we introduce a concept called Generalization 
Capability of a case. Based on this concept, an approach 
to delete the redundant cases is presented. The Generali-
zation Capability of cases indicates the problem-solving 
ability of cases. According to the proposed approach, the 
cases with better Generalization Capability are main-
tained as the representative cases in the case-base while 
those redundant cases found in their coverage are re-
moved. The experiments show that the proposed method 
can greatly remove the redundant cases or less useful 
cases as well as preserve a satisfying accuracy of solu-
tions when it is used for classification tasks [14]. 
An intuitive and powerful heuristic algorithm is designed 
below. 

Step 1. The set R is initialized to be empty, 
S X Y= ∪ . 

Step 2. For each case x in X, determine Coverage (x) 
by the following (2). 

Step 3. Find case x* such that *)(xCoverage  = 

)(xCoverageMax Sx∈
. If there exists more than one case 

such that the maximum is reached, select a case x** from 
them such that 

xr is maximal. If here exists more than 

one case such that the maximum is reached, select one 
randomly. 

Step 4. Put *}{xRR ∪=  and *)(xCoverageSS −= , 
if =S 0 then stop else go to Step 2. 
Consequently, the set R is approximately regarded as the 
set of selected representative cases. He entire positive set 
X. In fact, the selected cases can exclude the entire nega-
tive set Y yet. 
The coverage of x, Coverage (x), is defined as  

( ) { | ( , ) }xCoverage x e d x e r= <        (2) 
We know that a positive example covers a negative ex-
ample is impossible. In other words, the coverage of a 
positive case is a subset of X. The coverage of a case p 
represents the generalization capability of this case. The 
bigger is the number of cases in its coverage, the more 
representative is the selected case x. From (2), we can 
determine the coverage for each positive case p. The cur-
rent objective is to select a set of positive cases such that 
the selected cases can cover the entire positive set X. In 
fact, the selected cases can exclude the entire negative set 
Y yet [15]. 

4. Experiments in Short Text Categorization 
Many of the reduction techniques surveyed in Section 3 
and all of the techniques proposed in Section 4 were im-
plemented and tested on 600 papers from People's Daily, 
which belong to computer programming (CP), Interna-
tional News (IN), profile interview (PI), military (MI), 
women (WO) and sports (SP) news etc. And preprocess 
for the testing samples, keep only nouns, verbs and adjec-
tives. 
The basic K nearest neighbor (KNN) algorithm that re-
tains 100% of the training set is also included for com-
parison. All of the algorithms use K = 3. (Experiments 
were also done using a more traditional Euclidean dis-
tance metric with overlap metric for nominal attributes.) 
In this section, we apply GC, which will reduce the case 
number into K-NN algorithm so that we can improve 
indexing efficiency in searching near neighbors. Accord-
ing to the proposed approach, the cases with better Gene-
ralization Capability are maintained as the representative 
cases in the case-base while those redundant cases found 
in their coverage are removed. The experiments show 
that the proposed method can greatly remove the redun-
dant cases or less useful cases as well as preserve a satis-
fying accuracy of solutions when it is used for classifica-
tion task. 
Ten-fold cross-validation was used for each experiment. 
We partition the 600 papers into five dataset. The aver-
age accuracy is reported for each reduction algorithm on 
each dataset in Fig. 1. The storage percentage is reported 
in Fig. 2.  
To evaluate the effectiveness of a text categorization sys-
tem, we use the standard recall, precision and F1 measure. 
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Recall(R) is defined to be the ration of the number of the 
correctly assigned documents to the number of positive 
samples. Precision (P) is the ratio of the number of the 
correct documents in the positively assigned documents. 
The F1 measure combines recall and precision in the 
following way: 

PR
PRF

+
=

**21                               (3) 

In our experiments each data set was first partitioned into 
two sets of mutually exclusive randomly selected exam-
ples to form 90% of the databases as training data and 10% 
of the databases as testing data.  
Experiment 1 (Exp.1) uses the traditional mutual infor-
mation to make feature selection and k-NN classification. 
Experiment 2 (Exp.2) uses instance selection learning 
method based on Generalization Capability (GC) algo-
rithm. From Fig. 3- Fig. 5 we can see experiment 2 im-
proved the Precision, Recall and F1 value. Therefore, 
considering the instance selection learning, it can get 
better classification performance compared to the con-
ventional the results of the experiment. 
 

 
Figure 1. The accuracy comparison between KNN, CNN, 

SNN, ENN, RENN and GC 
 

 
Figure 2. The Instance numbers between KNN, CNN, SNN, 

ENN, RENN and GC 
 

As expected, ENN, RENN and K-NN all retained over 
75% of the instances, due to their retention of internal 
(non-border) instances. They all had fairly good accuracy, 

largely because they still had access to most of the origi-
nal instances. The GC method achieved better reduction 
and higher accuracy than RENN, which in turn had high-
er reduction than ENN. ENN’s accuracy was significant-
ly higher, but this is mostly due to retaining most of the 
instances. The GC, ENN and RENN methods also 
achieved higher accuracy than KNN, since they were 
designed specifically for noise filtering. They also re-
quired about 10% less storage than in the noise-free case, 
probably because they were throwing most of the noisy 
instances (as well as a few good instances that were made 
to appear noisy due to the added noise). 

 
Figure 3. The Precision between Exp.1 and Exp. 2 

 
Figure 4. The Recall between Exp.1 and Exp. 2 

 
Figure 5. The F1 between Exp.1 and Exp. 2 
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5. Conclusion 
In this paper short text categorization based on instance 
selection learning is described. It also compared the GC 
algorithm with existing reducing samples algorithms 
such as Condensed Nearest Neighbor, Selective Nearest 
Neighbor, Reduced Nearest Neighbor Rule, Edited Near-
est Neighbor Rule in Text Categorization. The experi-
ments verify that GC had significantly higher accuracy 
and less instance numbers than other algorithms. There-
fore, considering the instance selection learning, it can 
get better classification performance compared to the 
conventional the results of the experiment. Since K-NN 
algorithm is used extensively to a variety of areas, we can 
improve classification performance further and makes its 
widespread application in short text categorization more 
valuable by optimizing this algorithm.  
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