
HK.NCCP                                                                           International Journal of Physical Education and Sports 
                                                                   ISSN: 2411-7242, Volume 2, Issue 2, August 2016 

Research on the Agorithm based on the 
Influence of the Sports Live Broadcast on 

the Network 
Zhike KUANG 

Hunan City University, Yiyang, Hunan, 413000, CHINA 
 

Abstract: Since HH algorithm is very costly, it cannot be applied to large social networks. Also, HH algo-
rithm could not guarantee the best influence spread. In this paper, based on the “influence accumulation” 
property of the LT model and by synthesizing the advantages of the degree centrality and the greedy algo-
rithm, a framework of the algorithm for influence maximization is proposed, and a new hybrid algorithm for 
influence maximization is given. The experimental results show that compared with HH algorithm, the algo-
rithm proposed in this paper has a very good improvement in the aspect of the scope of influence, and it is 
better than HH algorithm in the aspect of time complexity. 

Keywords: Propagation model; Linear threshold; Node selection; Potential-influence 

 
1. Introduction 
In the real world, many systems exist in the form of 
complex network, such as the Internet, the social system, 
the computing network, the biological network and the 
social network, etc. To understand the topology structure 
and function of the complex network is the current inter-
national research hot spot. Many areas of science all use 
the Internet to show the relationship between the mem-
bers in the system, for example, the social network use 
the nodes to represent people, and the edges to represent 
the connections between people[1-3]. Social network 
refers to a complex network that is composed of the indi-
viduals and the relationship between the individuals. This 
kind of complex social structure plays a vital role in the 
information dissemination and diffusion. When a person 
is to adopt a new idea or to accept a product, he would 
recommend it to his friends or colleagues. Some people 
may accept or follow his recommendation, and further 
recommend the ideal or product to their friends or col-
leagues. This process is called the propagation or spread-
ing. A person's behavior depends largely on the decisions 
of the surrounding friends or colleagues.  
The dissemination and diffusion process of the social 
network has a long history of research in the social 
sciences. Richardson, Domingos and others concluded 
the influence maximization problem as an algorithm 
problem, namely how to locate some of the most influen-
tial members in the network, then provide them with free 
samples and hope them to recommend the product to the 
other members in the network, so as to achieve the pur-
pose of marketing[4-7]. Then, how to choose the k initial 
members to achieve the largest number of final purchases? 

The research on the influence maximization problem has 
very important practical significance, and it has very im-
portant applications in the aspects such as marketing, 
advertising, public opinion warning, as well as social 
stability and so on. At present, with the emergence and 
popularization of Web 3.0, there appeared many large 
online social network sites, such as Face book, Flicker 
and so on. The members of these large online social net-
works have a vast number and the emergence of these 
large online social networks is a huge challenge for the 
influence maximization algorithm in the traditional social 
network, including the propagation model[8]. 

2. Influence Maximization 
The social network is a complex network composed of 
the relationships between the individuals, and the influ-
ence of the nodes in the social network not only refers to 
the mutual influence between the nodes directly con-
nected, but also includes the inner link between the nodes. 
For the problem of the influence of the nodes, the simply 
analysis of the node’s certain single attribute often can 
not get the most influential individual nodes. For this 
kind of problem, the influence maximization analysis is 
usually adopted to deal with it. The influence maximiza-
tion analysis is to purposefully select k users in a speci-
fied network as the initial set, making the users in this 
collection can eventually affect the most individual users 
in the network. The traditional local optimal selection 
strategy is a very time-consuming process, and this kind 
of local optimum can not guarantee the final optimal re-
sults. And the influence maximization analysis treats the 
selection of the “most influential” nodes as the goal, and 
the so-called “most influential” nodes are not limited to 
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the current most influential nodes, but the most influenti-
al nodes in the whole process.  
Combine the properties of the nodes in the influence 
process, and the linear threshold is adopted as the analy-
sis model of the influence of the individual nodes. In the 
linear threshold model, the nodes have two states: the 
active state and the inactive state. The nodes in the active 
state have influence on the nodes in the inactive state, 
and if this effect results in a certain node change from the 
inactive state to the active state, then this process is 
known as the activation. The more the neighbor nodes of 
the certain node are activated, the greater the probability 
that the node is activated will be. And the newly acti-
vated nodes will affect other neighbor nodes in the inac-
tive state, thus with the passage of time, a growing num-
ber of nodes will change from the inactive state to the 
active state. The diffusion process of the linear threshold 
model is as follows: given the initial set of the transmis-
sion nodes 0s , the specific threshold of all the nodes vθ , 
and the influence between nodes uvu . In the step t of 
spreading, based on the modes that arrive at the threshold 
by the activation of the set 1ts − , the activated node are 
added to the set 1ts − to form the set ts , and repeat this 
process, until no new nodes are activated. 

3. Hybrid Algorithm for Influence Maximi-
zation 
3.1. Presentation of framework and the HPG algo-
rithm 

The natural climbing-hill greedy algorithm which is pro-
posed by Kemple and Kleinberg (hereinafter referred to 
as HH algorithm) is very costly, and the local optimiza-
tion cannot guarantee the final optimal range of influence, 
which here refers to the number of nodes that can be ac-
tivated. Therefore, by making use of the “influence ac-
cumulation” property of the LT model and synthesizing 
the structure characteristic and the transmission characte-
ristic of network, the framework to solve the problem is 
put forward, and based on this framework, a new selec-
tion strategy for initial nodes, the hybrid potential-
influence greedy algorithm (HPG), is proposed, which is 
a hybrid algorithm for influence maximization. Accord-
ing to the “influence accumulation” property of the LT 
model, it can be known that although a node u fails to 
activate node v , its influence uvu  is accumulated. There-
fore, the starting point is to quickly find some nodes with 
potential influence, rather than spending a lot of time 
looking for the "most influential" nodes. Although these 
nodes cannot activate the most nodes at present, they can 
accumulate a large number of “potential influence”, 
which makes there are more nodes being activated in the 
latter stage. Thus, the running time can be greatly saved, 
for it is very costly to look for the “most influential” 

nodes. It is needed to calculate the diffusion scope of all 
the current inactivated nodes, which is particularly time-
consuming in the initial stage of the algorithm, namely 
when most of the nodes are inactivated. Based on this 
starting point, the framework to solve the problem is put 
forward, whose core is the selection process of the nodes, 
and it is divided into two parts. 1) The enlightening stage. 
Select the nodes with the most potential influence, which 
cannot bring the biggest range of influence in the current, 
but contain a huge potential influence. 2) The greedy 
stage. Select the most influential nodes.  
The nodes with a big out-degree are often at the center 
position of the social network. And the HH algorithm 
considers the spreading process of the influence, thus can 
achieve the 63% of the optimal value. Comprehensively 
consider the advantages of the degree centrality and the 
greedy algorithm and combined with the characteristic of 
the LT model, firstly choose the nodes with the most 
potential influence to be activated. Although there are 
cannot be most nodes to be activated in the current, in the 
next greedy stage, a big part of the nodes that are not 
activated but have accumulated a lot of potential influ-
ence are explosive. This framework is not a local opti-
mum, but its ultimate scope of influence is bigger.  
Among which, ( )outDegree u+  represents the number of 
positive edges in out-edges of u , and ( )outDegree u−  
shows the number of negative edges in out-edges of u. 
This is because the out-degree of u contains the positive 
edge and the negative edge, in which the positive edge 
has a positive influence on the spreading of influence, 
while the negative edge has a negative influence on the 
spreading of influence, and the degree centrality of node 
u is represented by using the positive effects to minus the 
negative effects.  
In the given framework, the selection of the h  initial 
nodes is divided into two stages: the enlightening stage 
and the greedy stage. In the enlightening stage, select the 
node with the maximum value of PI, and in the greedy 
stage, select the node with the "most influential" node. 
The inspiring factor ( )0,1c c∈ is introduced in the 

framework, [ ]ck  shows the step number of the greedy 

stage, and [ ]k ck−  shows the step number of the enligh-
tening stage. Obviously, when there is 1c = , the method 
in the framework is the HH algorithm.  

3.2. Improvement of the uvu Estimation Formula 

1) uvu  Estimation Formula on the Un-weighted Graph 
The size of uvu  is a feeling of the node v itself, this feel-
ing is a reflection of the authority of node v to the node 
that is pointed to node v, and has nothing to do with other 
nodes. Thus, there is only need to consider the structure 
relationship of the neighbor nodes of node v. The Neigh-
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bor Graph (NG) is made up of the node v, the neighbor 
nodes that are pointed to node v , and the relationship 
between the nodes. The degree of the nodes in the uvu  
estimation formula is obtained according to the degree of 
the nodes in the neighbor graph. Its definition is given in 
formula (1).  

{ }
{ }

( )

( ) ( , ), ( ),

( , ) | , , ( , ) ,
( )

( )uv

w N v

NG v G V E V v N v
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       (1) 

Among which, ( )outDeg u  represents the out-degree of 
node u  in the neighbor graph, and ( )N v  shows the set 
of the into-side neighbor nodes of node v in the neighbor 
graph. The influence of node u on node v  is mainly de-
cided by the neighbor structure of node v .  
Figure 1 shows a simple example of the neighbor graph, 
in which dark node v , node 1u , 2u  and 3u  form a neigh-
bor sub-graph. The out-degree of 1u , 2u  and 3u  in NG (v) 
is respectively 1, 1 and 2. Thus, the value of 1u vu , 2u vu  
and 3u vu  is respectively 0.28, 0.28 and 0.7. 

U3
U1
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Figure 1. The neighbor graph of node v 

2) uvu  Estimation Formula on the Weighted Graph 
Under the condition of considering the weighted edge, 
the influence of node u on node v is mainly determined 
by the weight of the edge. The definition of uvu  is speci-
fied as follows:  

( )

( , )
( , )uv

w N v

s u vu
s s v

∈

=
∑

                     (2) 

Among which, ( , )s u v  represents the weight of the edge 
( , )u v , and ( )N v  shows the set of the into-side neighbor 
nodes of node v  in the neighbor graph. 
Figure 2 shows a simple example, in which the weight of 
edge 1( , )u v , 2( , )u v  and 3( , )u v  is respectively 2, 5 and 
3. According to formula (3), the calculated value of 3u vu , 

2u vu  and 1u vu  is respectively 0.3, 0.6 and 0.4. 
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Figure 2. The weighted neighbor graph of node v 

3) uvu  Estimation Formula on the Signed Graph 
In the past, the researches of a large number of social 
networks only focus on the traditional social network, 
and there are relatively little researches about the signed 
social networks. The signed social network refers to that 
there not only exists the positive relationship between the 
individuals, but also exists the negative relationship, in 
which the positive relationship has a positive effect on 
the spreading of influence, and the negative relationship 
has a negative effect on the spreading of influence. In the 
real social networks, it is very important to consider the 
interaction between the positive relationship and the neg-
ative relationship. For example, in the information tech-
nology website Slashdot, the users can be labeled as 
“friend” or “enemy” between each other, in the review 
site Epinions, the users can express “trust” or “distrust” 
between each other and so on.  
Abstract a signed social network as a directed graph s (e, 
v) with positive side and negative side, in which the 
symbol of the edge represents the positive and negative 
of the influence. As shown in figure 3, Triangle (a, b, c) 
is defined as the triangle formed by three directed edges 
(a, b), (a, c) and (b, c), in which x, y and z show the sym-
bol of the edges, namely the positive and negative of the 
influence. In the signed graph, when considering the in-
fluence of a on c, a has a direct impact on c, and has an 
indirect effect on c through b, but it's important to note 
that not all of the indirect effects are effective. According 
to the Balance principle of the signed graph, the multipli-
cation rule is given: to make the indirect effect of a on c 
through b be effective, then it must meet that z x y= × . 
With the multiplication rule, the calculation of uvu  on the 
signed graph can be carried out through the neighbor 
graph. 

C

B
A

X

YZ

 
Figure 3. The triangle formed by (a, b, c) in the signed 

graph 

Under the condition of considering the existence of the 
negative side, the definition of uvu  is specified as follows:  

14 
 



HK.NCCP                                                                           International Journal of Physical Education and Sports 
                                                                   ISSN: 2411-7242, Volume 2, Issue 2, August 2016 

( )

( , ) ( , )
( , )uv

w N v

sign u v s u vu
s s v

∈

×
=

∑
              (3) 

Among which, ( , )s u v  refers to the influence weight of 
node u  on node v  in the neighbor graph, rather than the 
weight of the edge, and it is determined by the directly 
affect of edge ( , )u v  and the indirect influence of Trian-
gle '( , , )u u v . At first, investigate the directly affect of 
edge ( , )u v , and initialize the value of ( , )s u v  to 1, then 
investigate the indirect influence. If there exists Triangle 

'( , , )u u v that satisfies the multiplication rule, then add 1 
to the value of ( , )s u v , or do nothing.  
Figure 4 shows a simple example. Triangle '

1 2( , , )u u v sa-
tisfies the multiplication rule, while Triangle '

1 3( , , )u u v  
does not meet the multiplication rule, thus, the influence 
weight of 1u  on v  in the neighbor graph is 3.  
In the graph, there are ( )1, 3s u v = , ( )2 , 3s u v = , 

( )3 , 2s u v = , ( )4 , 2s u v = and ( )5 , 1s u v = . Thus, accord-
ing to formula 3, the calculated value of 1u vu , 2u vu , uvu , 

4u vu  and 5u vu  is respectively 0.28, 0.28, 0.127, 0.28 and 
0.127. 
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Figure 4. The Signed Neighbor Graph of Node v 

3.3. Time complexity analysis of HH algorithm and 
HPG algorithm 

The brief explanation and analysis on the running time of 
the two algorithms are carried out below. HH algorithm 
considers the whole propagation process of the influence, 
thus, it is need to calculate the marginal influences of all 
the inactivated nodes in every step. At first, all the nodes 
in the graph is in the inavtivated state, and to calculate 
the marginal influence of each node, it will need to tra-
versal the entire graph to carry out the propagation of the 
influence, which is very time- consuming.  

HPG algorithm is an algorithm for influence maximiza-
tion under the proposed framework and when the value 
of the inspiring factor c is 0.4. The time complexity anal-
ysis of HPG algorithm is from two stages.  
In the enlightening stage, each step is to choose the node 
with the largest value of PI in the inactivated nodes. The 
calculation of the PI value basically does not consume 
time (its time complexity is an constants, and is ex-
pressed with O(C)), it is because the value of outDegree 
(u) in formula (1) invariable, and the value of inf (u) have 
been calculated when updating the entire graph after the 
determination of the last initial seed. When the enlighten-
ing stage is over, there will be a lot of potential influ-
ences accumulated in the graph and a large number of 
nodes activated at the same time.  
In the greedy stage, each step selects the node with the 
biggest marginal influence, but after the enlightening 
stage, there are a large number of nodes be activated in 
the graph. At this moment, the nodes without activation 
is much less than that of the original data set, and the HH 
algorithm will correspondingly traverse the graph with 
less times, which can be regarded as the running of HH 
algorithm on small data sets. Therefore, the time com-
plexity of HH algorithm is much smaller than that of 
HPG algorithm.  
The contrast of time complexity between HPG algorithm 
and the two stages of HH algorithm is shown in table 1. 
HH algorithm is accordingly divided into two stages, 
each stage selects k / 2 initial nodes. What calls for atten-
tion is that with the decreasing of the number of the inac-
tivated nodes, namely with the carrying out of the selec-
tion of the initial nodes, the running time of the greedy 
algorithm will also monotonically reduce. Assume that 
there are k initial nodes that need to be selected, and 
there are N nodes and M sides in the graph. 

4. Experimental Simulation and Analysis 
4.1. Experimental data 

The experiments are carried out on 3 real data sets, and 
the statistical information are shown in table 2. The data 
set 1 is the interaction between the yeast and protein, and 
it is a indirected and unweighted graph. The data set 2 is 
a social network for author cooperation, in which the 
point represents the author, and the side shows that there 
is a relation of cooperation between the two authors, and 
it is a indirected and unweighted graph. 

 
Table 1. The statistical information of the data set 

Sequence number Data set Number of nodes Number of sides Average degree Social semantic 

1 yeast 7401 12021 12.0 interaction between 
protein 

2 information 
technology website 78031 39842/121323 14.8 Wiki vote 

3 Epinions 131901 72134/123874 13.0 review website 
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The data set 1 is a weighted social network for author 
cooperation, in which the point represents the author, and 
the weight on the side shows the number of cooperation 
times between the authors, it is a representative of the 
weighted social networks and a indirected and weighted 
graph. The data set 2 is a voting history network of Wi-
kipedia, in which the point represents the user, the di-
rected side from u to v  means that u votes for v , and it is 
a directed and unweighted graph. The data set 3 is a 
friend or enemy network from the Slashdot website, in 
which the point represents the member of the website, the 
directed side from u  to v  means that u marks v  as a 
friend or en enemy (determined by the symbol on the 
side), and it is a signed and directed graph. The data set 3 
is a trust network from the Epinions, in which the node 
represents the member of the website, the directed side 
from u to v means that u trusts or distrusts v  (determined 
by the symbol on the side), and it is a signed and directed 
graph. The 3 data sets are the data sets that are openly 
used for various tests in the field of the social network, 
which have different characteristics (weighted / un-
weighted, signed / unsigned). It is noted that for data sets 
Wiki_vote, Slashdot and Epinions, the backward 
processing is needed for the original figure, because the 
research is the influence maximization. Thus, when v 
votes for u, trusts u or marks u as a friend, it is treated as 
the influence of u on v. 

4.2. Results analysis 

1) Effects of the Algorithm Framework on the Indirected 
Network 
First of all, inspect the joint effect of the inspiring factor 
c and the size of the target set k, namely the influence of 
different values of c on the range of influence with the 
same value of k. The results of the experiment on the 
data set 1 are shown in Figure 5. It is can be known from 
the figure that for different values of k, most of the 
ranges of influence with other values of c are bigger than 
the range of influence when the value of b is 1, except for 
the condition of b=0. When the value of b is 0.6 and the 
value of k is 60, the range of influence of the algorithm 
under the framework is about 10% higher than that of the 
greedy algorithm. When the value of c is 0, all the initial 
nodes are statically chosen from the nodes with the larg-
est value of PI, which fails to consider the propagation 
process of influence, thus, its range of influence is the 
worst. In the following experiments, the condition of b = 
0 is ignored. 
The results of the experiment on the data set 2 are shown 
in Figure 6. The effects of the vast majority of the same 
algorithm framework with the appropriate value of c are 
better than that of HH algorithm, only the effects of the 
isolated cases are worse than that of HH algorithm. 
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Figure 5. The Influence Curves with Different Values of k 

and c on Data Set 1 
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Figure 6. The Influence Curves with Different Values of k 

and c on Data Set 2 

2) Effects of the Algorithm Framework on the Weighted 
Network 
In order to verify the effectiveness of the framework on 
the weighted network, the same experiment is carried out 
on the data set of the author cooperation netwrok for 
computation geometry. In the experiment, the value of 
buv is calculated by adopting the estimation formula in 
the section A, and the value of vθ  is 0.5. The results are 
shown in figure 7.  
It can be seen from the figure that most of the ranges of 
influence of the algorithm under the algorithm frame-
work are better than that of HH algorithm, especially 
when the value of b is 0.6, and the improvement is about 
12% under the best case. Figure 5, figure 6 and figure 7 
all show that with the increasing of k, the slope of the 
influence curve of the algorithm under the algorithm 
framework becomes greater, which means that with the 
increasing of k, the improvement becomes more obvious. 
However, the current large social networks all contain 
millions of nodes, and it does not have practical signific-
ance if the value of k is too small. Therefore, the advan-
tage of the proposed algorithm framework in the large 
social networks becomes more obvious, for the frame-
work needs enough nodes to accumulate the potential 
influence. 
3) Effects of the Algorithm Framework on the Directed 
Network 
In order to verify the effectiveness of the framework on 
the directed network, the same experiment is carried out 
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on the data set of Wiki-vote. In the experiment, the value 
of buv is calculated by adopting the estimation formula in 
the section A, and the value of Vθ  is 0.6. The results are 
shown in Figure 8. 
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Figure 7. The Influence Curves with Different Values of k 

and c on Data Set 3 
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Figure 8. The Influence Curves with Different Values of k 

and c on Data Set 4 

It can be seen from the figure that the experimental re-
sults are similar to the results on the indirected network 
and the weighted network, most of the ranges of influ-
ence of the algorithm under the algorithm framework are 
better than that of HH algorithm, especially when the 
value of c is 0.6, which means that the algorithm frame-
work also can obtain good effect on the directed network. 
Then, for different types of data sets, how to determine 
the value of b, There can not be experiment for each val-
ue of b to choose the best value. But it can be seen from 
the experimental results that most of the cases are supe-
rior to HH algorithm when the value of b is 0.6. There-
fore, the median value 0.6 is chosen as the parameter of 
the algorithm, when the value of c is 0.6, it is the nearest 
to the center whether the value of b is smaller or bigger. 
Thus, when there is b=0.6, the algorithm for influence 
maximization under the algorithm framework is deter-
mined as the HPG algorithm. 
4) Effects of the HPG Algorithm on the Signed Network 
It has been confirmed that HPG algorithm is the algo-
rithm for influence maximization, when the value of b is 

0.6, the effects of the HPG algorithm and HH algorithm 
on the signed netwrok will be directly verified in the fol-
lowing. Two large signed social netwroks are selected to 
carry out the experiment, which is respectively Slashdot 
data set and Epinions data set. The experimental results 
are shown in figure 9 and figure 10. 
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Figure 9. The Influence Curves of HPG and HH on Data 

Set 5 
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Figure 10. The Influence Curves of HPG and HH on Data 

Set 6 

It can be seen from the figure that relative to HH algo-
rithm, the range of influence of HPG algorithm also has a 
big improvement on the signed network, and it verifies 
the correctness of the value of c at the same time. 
5) Minute Comparison between HH Algorithm and the 
Algorithm Framework 
The differences between the two stages of the algorithm 
framework will be inspected in the following, which can 
explain the reason why the range of influence of HPG 
algorithm is broader than that of HH algorithm.  
The average influence (AI) of the nodes in the two stages 
of the algorithm framework is listed in table 3. In order to 
make it easy for comparison, the HH algorithm is accor-
dingly divided into two stages, the corresponding stage 1 
and the corresponding stage 2. Here, AI is used as the 
comparison tool. For example, there are 10 nodes that are 
seleted in the greedy stage, and they activates 60 nodes, 
then the value of AI is 6.0 (60/10) in the greedy stage. 

 
Table 2. The Value of AI of Each stage with k=50 on Data Set (1,2) 

The average influence The algorithm framework The greedy algorithm 
The enlighting stage The greedy stage The corresponding stage 1 The corresponding stage 2 

0.2b =  10.29 27.01 10.30 47.35 15.73 28.20 11.39 28.78 
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0.4b =  10.3 19.80 10.5 47.26 13.52 24.02 10.87 30.61 

0.6b =  10.58 18.43 10.68 40.59 13.26 25.32 10.79 32.54. 

0.8b =  10.62 18.67 12.01 36.83 12.49 23.98 10.12 32.31 

1.0b =  12.3 18.90 12.37 34.91 11.93 22.38 10.09 34.63 

 
It can be seen from Table 2 that the average influence of 
the enlighting stage is lower than that of the greedy stage, 
while the average influence of the greedy stage is much 
higher than that of the corresponding stage 2. Therefore, 
with the appropriate parameter c and integrate the two 
stages, the effect of the algorithm under the proposed 
framework is better than that of HH algorithm. It is easy 
to explain the reason why the average influence of the 
enlighting stage is lower than that of the corresponding 
stage 1, because the nodes selected in the enlightening 
stage are statically seleted and with the maximum value 
of PI, rather than the most influential nodes. The average 
influence of the greedy stage is much higher than that of 
the corresponding stage 2, and it is mainly inspired by the 
characteristics of the nodes selected in the enlighting 
stage and the “influence accumulation” property of the 
LT model, although they fails to activate many nodes, 
they widely add influences to the other nodes in network, 
and the affected but inactivated nodes is explosive in the 
greedy stage, this is why there are more nodes can be 
activated in the greedy stage. 

5. Conclusion 
Aiming at the problems such as the HH algorithm has a 
very high time complexity and can not be applied in the 
large social networks and so on, and this paper puts for-
ward the hybrid influence maximization algorithm. The 
algorithm carries out the detailed experiments on 6 real 
data sets with different characteristics. The experiments 

show that compared with the HH algorithm, the algo-
rithm in this paper has great improvement in the scope of 
influence. 
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