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Abstract: As the scientific research goes deeper, the Genetic Neural Network has been widely used in many 
fields, and it receives a certain effect. This paper applied Genetic Neural Network to performance prediction 
analysis of speed skating. It aimed at the movement of speed skating, and use the Genetic Neural Network to 
construct neural network architecture. And it used the BP neural network as the prediction basic method. 
Then we build the performance Predictive Analytics model of speed skating based on the Genetic Neural 
Network. Through the simulation analysis and validation of the model, it shows that the accuracy is very high, 
the error is small and the maneuverability is strong of the model. So it can provide a reference for perfor-
mance prediction of China's speed skating athletes. 
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1. Introduction 
Speed skating is a kind of ice-sports which competes the 
sliding speed. The competition event was one of the ten 
key projects in China, and it also leads in the world in 
winter sports. Seeing from China's speed skating perfor-
mance, in recent years China’s speed skating perfor-
mance has a great improvement, especially the Chinese 
women short track speed skating team. They win honor 
for our country many times in the international competi-
tion[1-2]. But In conclusion, China’s long distance speed 
skating is still in the middle level of the world. And it has 
a gap with the Netherlands and other European teams. 
And the present gap is really more of a chasm. To mak-
ing our country’s speed skating project keep upstream 
level in the world, it remains increase in the speed skat-
ing performance[3-4]. 
The analysis of ice-sports such as the speed skating main-
ly has video observation method, mathematical statistics 
and comparative analysis. And the mathematical method 
has fuzzy evaluation, genetic algorithm and neural net-
work algorithm, etc. In the prediction research, the neural 
network model has its unique advantage[5]. 
Neural network model can be used to find the optimal 
solution. It used the genetic algorithm to construct the 
neural network architecture and the speed skating per-
formance prediction analysis model, which is based on 
the genetic neural network, to predict the speed skating 
performance. So it has a very important significance to 
improve our country's speed skating project perfor-
mance[6-7]. Given this, this paper made a prediction and 
exploration to the speed skating performance based on 
genetic neural network. And it aim to make innovation so 
that we can guide the sports training and improve the 
performance of speed skating, which will give the refer-

ence opinions for government and sports administra-
tion[8]. 

2.Genetic algorithm 
Genetic algorithm is put forward in the book "Adaptation 
in Natural and Artificial Systems" which is published in 
1975 by John Holland. Its main concept is derived from 
Darwinian theory. Genetic algorithm has been widely 
used in engineering or Scientific optimization control, 
business forecasting, financial applications such as port-
folio, trading strategies, option on futures and financial 
crisis prediction, etc.; Economists mainly employ a ge-
netic algorithm to do the time sequence and foreign ex-
change market[9-11]. 
Genetic algorithm is the optimal solution tool, which can 
be regarded as a kind of efficient search procedure. It 
includes searching for a group of optimal parameters or a 
group of optimization models. Comparing with other 
traditional optimization methods, the process of the ge-
netic algorithm has the following traits: 
(1) When we employ the genetic algorithm to solve, the 
possible solution or parameters can be binary number, 
integer, real number, symbols; For the non differentiable 
function, the optimization method based on calculus can't 
process them, but the genetic algorithm can be used to 
solve this kind of problems. 
(2) When the genetic algorithm is used to search for the 
best solutions, each time it used a population. Namely at 
a time it will search a few better solutions from the gen-
eral solution space. The population size is determined by 
the problem characteristics or time cost. When the num-
ber of population is greater, the longer time it need to 
make the ethnic convergence[12]. 
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(3)When the genetic algorithm is searching for a solution, 
it may only find the approximate optimal solution, rather 
than the real optimal solution. But the approximate op-
timal solution is the optimal answer which is evolved to 
conform to a goal conditions from the solution space. 
(4) The basic operations of genetic algorithm have selec-
tion, crossover and mutation mechanism. These mechan-
isms are not fixed value, but they random change accord-
ing to the demand. So even under the exactly same para-
meter Settings, each answer of the computation may be a 
little different[13]. 

2.1. The evolutionary process of genetic algorithm 

Genetic Algorithm (GA) imitates the species evolution 
process by employing three basic operation mechanisms, 
including selection, crossover, mutation. Through the 
evolving of the three processes, the parent will produce 
new offspring. In each generation the better group will 
have a higher probability, and they will transmit some or 
all the genes to future generations[14]. Genetic algorithm 
is an optimization algorithm which is based on the prob-
ability criterion. And it developed with the "survival of 
the fittest" concept between organisms and their envi-
ronment. It used a special bit string of a group to simulate 
the chromosome of various organisms. We calculate the 
environment fitness according to the chromosome. Be-
tween each generation we make each chromosome 
evolve in a random manner. So we can get the progeny 
with better chromosome fitness. The higher fitness of the 
chromosome, the higher probability to transmit the genes 
to progeny. The alternating movements of evolution will 
continue to a termination conditions. 

2.2. The evolution mechanism of genetic algorithm  

The basic algorithm of genetic algorithm can be seen as 
below. The basic operations of the algorithm are selec-
tion, crossover and mutation. Before that, we must first 
decide the coding and adaptive function. 
GA () 
{ 
Setting the initial ethnic populations randomly 
Evaluating the group of the ethnic populations 
Before getting the termination criteria, repeat the steps 
{ 
Selecting the good group 
Taking the crossover and mutation operations 
Evaluating the group of the ethnic populations 
} 
} 
(1) Encoding 
The common encoding method is Binary, and it also has 
Integer, Real, Alphabet, etc. In binary coding, the string 
is a vector (X1, X2... Xn), and the character of the vector 
is formed by {0，1}; So the whole possible combina-
tions  is 2n. 

In the traditional genetic algorithm, we set the chromo-
some showed by binary as an example. First, we need to 
code the Phenotype Space of the problems into Genotype 
Space which is primarily formed by {0, 1}. So that the 
genetic algorithm can do the operation and the operation 
results also need to decode for the original Phenotype 
Space. 
(2) Fitness function 
The opinion of "natural selection" theory proposed by 
Darwin is "survival of the fittest". And the fitness func-
tion is a objective function that can be used to evaluate 
the characteristic set which is represented by each chro-
mosome whether it can survive to the next generation. 
Fitness function is the connecting bridge between the 
genetic algorithm and solving problem. The searching 
answer of genetic algorithm is to find out the extreme 
value (maximum or minimum) of the fitness function. 
The design of the fitness function depends on the actual 
problem. For every problem we must set a fitness func-
tion that can best measure the performance of the prob-
lems, such as in the portfolio problem which we can de-
sign the fitness function as return of investment. 
If the objective function is the minimum value, the form 
of the fitness function can be: \ 
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And minc is the maximum estimate value of ( )f x ; 
If the objective function is the maximum, the form of 
general fitness function form is: 
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And minc is the minimum estimate value of ( )f x ; 
(3) Selection 
The selection mechanism must choose the new groups 
with the same number. According to the fitness function 
value of each group, we can decide the probability that 
the group can be selected. The group that has the high 
fitness function value will be elected with a higher prob-
ability to the next generation of new groups, otherwise it 
will be eliminated. There are many method of the selec-
tion mechanism, and the most common method is "rou-
lette wheel". The size of every slot in roulette wheel is set 
according to the percentage of fitness function value of 
each chromosome. The higher of the score, the bigger of 
the area. The percentage of the score can be get by the 
following: 
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(4)Crossover 
Crossover operation can make different chromosomes of 
populations gene swaps through the random crossover 
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process, so that it can produce new progeny. The cros-
sover mechanism fetched out the parent from the cros-
sover pool and the make the exchange of the contents. 
We hope the offspring can also have the advantages of 
parents’ chromosome through the crossover mechanisms. 
Randomly selecting two from the crossover slot, known 
as the parents, then we pick one point from the N gene of 
the parents’ string randomly. We called the point as in-
tersection point. And we will exchange the parents’ 
genes which are located at the right side of the intersec-
tion point, so it will produce two new progeny chromo-
somes. See in Figure 1. 

0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 1 1

0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 1 1

0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 1 1

0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 1 1

intersection point

Parents

Offsping1

Offsping2  
Figure 1. Multipoint crossover 

Crossover mechanism cannot assure offspring can inherit 
the advantages of parents’ generation, and it may also 
inherit the faults of parents’ generation chromosome at 
the same time, which will make the adaptive value be-
come worse than the parental generation. If so, if the 
adaptive value is too low, the probability that inherit to 
the next generation will decline or even be eliminated. In 
the crossover mechanism, the crossover rate is used to 
control whether the crossover behavior will happen. If 
the crossover rate is too high, it will cause the change 
drastically of genetic characteristics. So it can lead to 
losing the good genes of the above generation, but if it is 
too low, it will trap in the optimal area. 
(5) Mutation 
The mutation process is to put the offspring produced 
after crossing, and the variation is by default probability. 
The randomly selected reversal is that 0 change into 1 
and 1 change into 0. The keeping mutation probability is 
not high (about 0.001). Although the variation in genetic 
algorithm is only in secondary status (mainly for the se-
lection and crossover),  it can introduce new genetic tem-
plate (Pattern) and avoid premature convergence. Varia-
tion it itself is a random walk process in the parameter 
space. We can develop new search field and prevent con-
vergence local optimal in the area, and search to the 
global optimal solution direction. In the code, the varia-
tion represents the gene of the change point will carry the 
inverter operation (i.e. 0 changes into 1, 1 change into 0). 

The mutation probability values usually are not high, so 
the genetic algorithm will not in the completely random 
evolution trend. 

3. Neural network 
Artificial Neural Networks is made of a number of neu-
rons and the calculation model is based on the parallel 
distributed processing. The simulation neurons can 
memory the available experience and knowledge. The 
basic operation principle is that a large number of 
processing units are associated with each other, the whole 
processing units process the input signals of the outside 
and the learning process dynamically process information. 
In neural network the feedback network has been widely 
used. It is a kind of supervised learning neural network. It 
can feedback back the wrong signals, so that it can cor-
rect the weight value. The purpose of the training is to 
adjust weights. Then after inputting a group of training 
patterns we can get the target output. 

x1

x2
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vij wik

y1

y2

yk

input layer

 hidden layer

output layer

 
Figure 2. The structure diagram of feedback neural 

network 

We can use the following formula to express the relation-
ships between input and output of the neural network: 
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 ( )i j jy uφ θ= −                               (5) 

Among them, jiw : the Link Value  between  the input of 
ith  dimension and the jth  neuron  

jθ : the threshold of the neural network 
x : the input of pth  dimension of the neural network 

jU :the whole input quantity of the jth  neural network 
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( )φ • : activation function 

jy : the output value of the neural network 
The activation function employs the sigmoid(): 
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The c  is the real type constant, this is a monotone in-
creasing and smooth differentiable function. The learning 
rule the weights is as follows: 

( ) ( ) ( ) ( ) ( ) ( )1ji ji j i j jiw n w n y n x n y n w nη α + = + −  (7) 
The α is the real type normal number. The cost function 
is defined as follows: 
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According to the gradient descent method we can get: 
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4. Genetic neural network construction 
Although the traditional neural network model can be 
used to find the optimal solution, it is often the area op-
timal solution. In addition, in the practical application, it 
really can show its superior ability. But for a certain ap-
plication the neural network cannot determine the optim-
al topology and control parameters in advance. Therefore, 
how to design a good neural network paradigm will be-
come a most important issue. This study used the genetic 
algorithm to construct the neural network architecture 
construction, and then it putted BP neural network as a 
learning and prediction methods. So we can construct a 
prediction model which is different from the traditional 
technology. So we can avoid the disadvantages of using 
individual technology and can retain the advantages of 
individual technology.  The operational process of 
GABPN is shown in the following diagram. 

Begin

Calculate the best fitness

compete with each other

Reproduction, crossover and mutation to 
product the next generation

Whether the stop condition  can be set up 

BP neural network

Whether the convergence 
condition can be set up

Stop

BP neural network

Genetic algorithm

Yes

No

Yes

No
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Figure 3. The operational process of GABPN 

In the practical application, the method that we employed 
is network topology optimization model, which  automat-
ically search the structure and parameter that can meet 
the conditions by using genetic neural network. And it 
searches the median error mean square root and the aver-
age fitness of internet architecture complexity. The goal 
is to get a better evaluation model. 
Step one: Determining the solution set (i.e. parent) and 
randomly generating fifty subsets as the first generation. 
Each subset represents different network structures and 
parameters. 
Step 2: Determining the evaluation fitness function, and 
working out the fitness value of first generation subset. 
The structure and parameter combination of the first gen-
eration subsets is randomly chosen. Setting the fifty sub-
sets into the fixed neural network, the error square value 
gotten from the network is as the fitness value of each 
subset. 
Step 3: According to the fitness value of the first genera-
tion, we can use the genetic algorithm to reproduction, 
crossover and mutation so that we can get the better next 
generation. Before breeding the new generation, we must 
evaluate the average fitness of parent whether it gets the 
ideal reference value. 

Step 4: If in the step 3 it has reached the ideal reference 
value, then it can direct to step 5; Otherwise it will con-
tinue to step 3. 
Step 5: After achieving the ideal reference value, the 
screening process is completed. Then we can determine 
the network architecture of maternal (the number of hid-
den layers and hidden node), then we can do the further 
research by reusing the Internet nerve; Then we can hunt 
out the weights of the mutual connection neurons whose 
fitness can achieve the convergence standard so that we 
can improve the predictive power. 

5. Simulation analysis 
Women's speed skating project has great strengths in our 
country. This article selects the women's speed skating 
1000 m, 1500 m and 3000 m first result in the winter 
Olympic Games from the first to the 17th as the training 
samples. We respectively used BP and GABPN which 
are proposed in this paper to train, and then use the win-
ter Olympic Games women's speed skating first results 
from the 21st session to eighteen to test. The result unit is 
s, error unit is % and the results are as follows. 

 
Figure 4. GABPN training evolution algebra 

Table 1. Actual achievements and the contrast between BP and GABPN 

Project 
name 

18th session  19th session  20th session  21th session 

actual BP GABPN actual BP GABPN actual BP GABPN actual BP GABPN 

1000m 76.51 75.26 76.21 73.83 75.52 73.07 76.05 77.89 77.21 76.56 75.12 75.32 

1500m 117.58 116.21 116.97 114.02 112.85 113.76 115.27 117.31 116.35 116.89 113.28 115.77 
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3000m 247.29 241.22 243.53 237.7 242.24 240.15 242.43 244.45 243.7 242.53 240.37 241.03 

Table 2. BP, GABPN error contrast 

Project name 
18th session 19th session 20th session 21th session 

BP GABPN BP GABPN BP GABPN BP GABPN 

1000m -1.63  -0.39  2.29  -1.03  2.42  1.53  -1.88  -1.62  

1500m -1.17  -0.52  -1.03  -0.23  1.77  0.94  -3.09  -0.96  

3000m -2.45  -1.52  1.91  1.03  0.83  0.52  -0.89  -0.62  
 

6. Conclusion 
The purpose of this essay is to improve the performance 
of China’s speed skating project. It analyzes the speed 
skating project, and studied the evolution process and 
evolution mechanism of genetic algorithm. It uses the 
genetic algorithm to construct the neural network archi-
tecture construction. And then it uses BP neural network 
as the prediction method. Finally it established the pre-
dictive and analytics model about the speed skating per-
formance based on the genetic neural network. It selected 
the training sample to simulate analysis. Then through 
the actual performance and the contrast between BP and 
GABPN, it shows that the error of the model is small, the 
maneuverability is strong, and it can provide training and 
prediction reference for Chinese speed skating movement. 
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