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Abstract: In order to determine the conditions for the application of the dynamic authorization problem in the 

Internet of things, a reliable trust mechanism must be established between the institution, the reader and the 

tag. Thus, this paper proposes a hierarchical trust mechanism, and puts forward a verifiable caching interac-

tion digest schema at the same time. At first, this paper analyzes the features of the application and the trust 

demands of different subjects in the Internet of things, the credibility of the detaching mechanism and the 

reader trust. Then, it proposes the improved method of evidence theory accoording to the characteristics of the 

readers, which can deduce the routing trust of the reader. The experimental results show that the hierarchical 

trust mechanism has a very good convergence of trust, and the algorithm in this paper can effectively detect 

the malicious terminal nodes. 
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1. Introduction 

In the network system, in addition to the benign nodes, 

there may also exists some malicious nodes and selfish 

nodes, who try to interfere with the normal operation of 

the network. In order to obtain the reliable communica-

tion services and enhance the security of the system, re-

searches of the subjective trust have been conducted in 

many areas, such as e-commerce, P2P network, etc. In 

recent years, the research of the trust model of the Inter-

net of Things has also drawn more and more attentions. 

However, the traditional security algorithm is difficult to 

be applied to the dynamic network environment, and the 

main reason is that these algorithms are too complex. 

Therefore, the trust model becomes a powerful supple-

ment to improve the security of the system[1-3]. 

Trust is the phenomenon of human society, and Marsh 

uses the sociology and other disciplines of knowledge, 

and early changes the trust form into the concept of com-

puting. Trust is the belief of a node that another node can 

perform the actions related to its own interests according 

to the agreed content in a certain period of time. And the 

trust degree is the quantitative of this belief. The trust 

relationship in this paper is divided into three categories: 

the local trust degree, the recommended trust degree and 

the global reputation. The trust model of the e-commerce 

usually has two types: one is the identity- based full con-

trol, namely to confirm the identity through the certifi-

cates, and carry out the authorization according to the 

strategies in the unified administrative domain of trust, 

which can directly manage the nodes in the network and 

is more convenient for the calculation, but due to its fixed 

identity and trust policy, it is not suitable for the distri-

buted environment [4-7]. The other is the credibility- 

based trust management, namely when the subject is cal-

culating the trust degree of the object, it also refers to the 

evaluation to the object of a third party except for using 

its own experience. In the calculation, a variety of models 

can be used, such as the average value, the Bayesian sys-

tem, the vector mechanism and so on. It needs a much 

longer time to build and maintain the credibility, which 

conforms to the stable characteristic of the institution. At 

the same time, through collaboration, the mechanism can 

rapidly detect the malicious nodes in the distributed net-

work, thus, the credit system can be applied to the institu-

tions of the Internet. In the above calculation model, the 

updating of the object’s credibility is mainly derived 

from the interactive feedback of the subject to the object, 

but in the actual application of the Internet of things, 

there are not too many interactions between the institu-

tions, and the interactions mainly occur in the institution- 

reader and the reader – label. While the credibility of the 

institution is mainly the feedback of the behavior of the 

reader, therefore, when using the reputation system to 

evaluate the trust of the institution, the factors of the sub-

ordinate reader of the corresponding institution need to 

be taken into consideration.  

In the reader network, there exist the phenomena of the 

increasing or decreasing or movement of a large number 

of nodes, while the identity- based method has the fixed 

structure and higher cost of computing, and the credibili-

ty- based method requires the subject to survive for a 

long time, thus both of them are not applicable to the 

dynamic environment. In the research of the ad-hoc net-

work, the collaboration between the nodes is often 

adopted to update their trust values of each node, so as to 

eventually deduce the malicious nodes. Therefore, when 



HK.NCCP                                                       International Journal of Applied Mathematics and Soft Computing 

                                                                   Volume 2, Issue 2, August 2016 

13 

 

the subject of the reader is evaluating the trust value of 

the object, it mainly investigate its behavior, this is why 

it is called the behavior- based trust. In the specific calcu-

lation of trust and the derivation process of the node sta-

tus, there are a variety of models, such as the D-S evi-

dence theory used in literature, which calculates the local 

trust according to the interaction with the object, and 

through a Trust Net network to combine with the local 

trust of the other node to the object to carry out the com-

position, so as to obtain the comprehensive trust. The 

evidence theory usually has good convergence of calcu-

lation and scalability, but its Dempster synthesis has risk 

of conflict, because the orthogonal synthesis considers 

the same part of the different reports, if there is the report 

of a node totally different from the real situation, the syn-

thesis results will be affected, and the conflict is especial-

ly obvious in the environment of a forged node report. 

Similar to the evidence theory, the hypothesis of the me-

thod proposed by Song and others, which is based on the 

Bayesian decision theory model, does not have the fuzzi-

ness, and the behavior of the node is always either yes or 

no. The experiment in literature shows that this kind of 

certainty in the rapidly changing network leads to the 

undesirability of the report rate of the malicious incident, 

and when the threshold value of trust is relatively small, 

the false positive rate of the malicious incident is rela-

tively high, and the Bayesian prior probability and condi-

tional probability need expert knowledge, and are often 

difficult to determine. In addition, the trust model based 

on entropy theory and the method based on cloud model 

both use the uncertainty to description trust, but is the 

trust path between the subject and the object is too long, 

the uncertainty will be amplified. Thus, both of them 

have slower convergence in the multistage trust chain, 

and the trust based on the semi-ring algebra theory also 

has the same problem. With the increasing of the hops of 

the path, the convergence speed of trust of the above 

models will become slow, and its extendibility will fail. 

2. Trust Architecture in the Internet of 

Things 

In the trust system that studies the environment of the 

Internet of things, because the scale, the ability and sta-

bility of each subject are not the same, if discuss all the 

trust relationships together, the complexity of the system 

will be increased. Thus, the trust system is divided into 

three layers: the institutional layer, the reader layer and 

the object layer, which is shown in figure 1. Use the 

long-term credibility to deal with the trust degree of the 

institution in the institutional layer of the Internet, make 

use of the neighbors to monitor the behavior of the node 

in the reader layer, and adopts the interactive information 

of the cache to detect the interaction between the node 

and the tag in the object layer. At the same time, there 

exists the transmission of the trust flow between the lay-

ers, the calculation of the trust degree of the reader can 

refer to the credibility of the institution that the node be-

longs to, and the behavior of the reader is fed back as the 

reputation value of its affiliated institution. The hierar-

chical trust mechanism can simplify the complexity of 

the trust interaction in the Internet of things, and meet the 

trust demands of different subjects. 
user
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Figure 1. The Schematic diagram of the trust architecture 

Specifically, the reputation of the institution is affected 

by the behavior of its reader, and the behavior of the 

reader is mainly embodied in the interaction with the tag, 

namely for the authorized terminal reader, whether to 

faithfully forward the data and execute the demand or not. 

It is shown in table 1, and the detailed description is pre-

sented in the following two sections. 

2.1. Trust of the reader 

This section describes the method based on using the 

evidence theory to deduce the trust of the reader and ana-

lyzes its defects, so as to propose the VCID method. 

Trust Derivation Based on Evidence Theory 

1) The Evidence Theory 

The evidence theory (D-S theory) is a kind of uncertain 

reasoning, which uses the existing knowledge and evi-

dence to deduce the uncertainty of the hypothesis. Ac-

cording to the evidence theory to judge the trust degree 

of the reader needs to be analyzed in accordance with its 

behavior. With the formal expression, namely to assume 

that H represents the unlikelihood of node r, and the evi-

dence in support of this hypothesis is that node r has ma-

licious behavior, such as B1, B2,... Bn. And to judge 

whether these malicious behavior exist or not also needs 

to use the phenomenon A1，A2，…Am observed by the 

neighbor nodes of node r to deduce, thus, there forms a 

derived chain of “phenomenon - behavior – state”.  

2) The Reasoning of the Malicious Behavior 

Each type of the routing trust in table 2 can be divided 

into a number of assumptions, and then define the phe-

nomenon and knowledge that deduce the hypothesis. 

Take “the intermediate node abandons the data packet” 
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as an example, and respectively define the assumptions 

of the four events.  

Set the corresponding derivation rules according to the 

assumptions in table 2, and deduce the probability of the 

assumptions through the phenomena observed by the 

node. For example, when node x receives the data packet 

whose destination is node X, type is command and object 

is tag T in T time, while node N does not be observed to 

send the corresponding order in the next moment, and it 

is found that the recent movement speed of tag T is rela-

tively fast, then it can be concluded that the label moves 

too fast, which leads to the node fails to send the demand. 

The probability distribution function of B2 is as follows:  

 2 1 2 4 9 2( ) min ( ), ( ), ( ), ( )m B CER A CER A CER A CER A CF   (1) 

Among which, CER (Ai) is the uncertainty degree of 

each phenomenon, the trust function and the likelihood 

function of the event is respectively as follows:  

2 2( ) ( )Bel B m B                               (2) 

2 2 2( ) 1 ( ) ( ) ( )Pl B Bel B m B m D                     (3) 

Among which, there is D = {Bi} 

After the neighbor nodes discover the abnormal events of 

node R, they need to report to the institution. Because 

one event may be captured by more than one node, the 

institution OA checks regularly to find out all the reports 

{Tevent} related to the event, then orthogonally calcu-

lates the comprehensive trust degree of each event, and 

calculates the uncertainty degree of Bi. 

1 2
( ) ( ) ( ) ( )

ni x i x i x im B m B m B m B             (4) 

( ( ), ( ), ( ))event i i iT m B B B P B                        (5) 
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D
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Trust Evaluation Based on VCID 

The premise of using the evidence theory is the collabo-

ration between the nodes, and that the neighbor nodes 

can detect the interaction between the objects and the 

reader. However, the communication between the object 

and the terminal reader adopts the RFID communication, 

which has a shorter distance and may not be learned by 

other nodes. Moreover, if the distribution of the readers is 

too sparse, it will also lead to the low detection efficiency. 

The verifiable caching previous interaction digest method 

proposed in this paper keeps the evidence for the terminal 

node’s usage of the authorization in the object layer, and 

verifies the previous interaction digest provided by the 

objects in the institutional layer to complete the audit of 

the authorization, which avoids the influence of the dis-

tribution of the readers and the communication distance 

between the tags.  

When the institution obtains the authorization request of 

the reader, it determines whether to allow to give the 

authorization or not, through the credibility of its organi-

zation. After the authorization, in order to prevent its 

abuse, the institution needs to monitor the follow-up inte-

ractions, and the concrete process is as follows: during 

the interaction, the objects cache the relevant information 

of each other, and submit the information to the institu-

tion in the next interaction, in this way, the institution can 

determine whether the interaction is reasonable or not. 

Therefore, the verifiable caching previous interaction 

digest method includes three steps: the institution gives 

the authorization of interaction, the tags cache the digest 

of each other and the institution audits the authorization.  

The process that the institution gives the authorization of 

interaction is shown in figure 2. After reader R = Rn – 1 

discovers tag T, it sends the request of 

TAG_HEADER_REQ. And tag T responses to 

TAG_HEADER_REP, which includes the information 

such as number T, the affiliated institution O and so on. 

Then, R sends the authorization request of AUTH_ REQ 

to institutions O, and after R identifies that R is reliable, 

it passes the authorization and returns AUTH_REP. After 

R obtains the authorization, it shows the authorization 

certificate to T. Finally, T can carry out the interactions 

of data or orders with R. 

label
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9.AUTHORIZATION
reader

8.AUTH-REP
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reader

institutions

  

Figure 2. The Schematic Diagram of the Dynamic 

Authorization 

Then, in Tn-1 time, after the interaction between T and 

Rn-1, T records (Rn-1，Tn-1，opn - 1), in which opn- 1 

is the digest of the operation type of the interaction. In 

the next moment Tn, when T goes by the terminal reader 

Rn and sends the data packet D to the institution O, it 

adds the interactive information in Tn-1 time to the data 

packet. The data packet changes into M = ( certT，rsT，

seq，Rn-1，Tn-1， opn- 1，D， h), in which h = 

hash( certT，seq，Rn-1，Tn-1，opn - 1，rsT) is the 

hashed value of the field combination. To ensure the in-

tegrity of M, certT is the certificate of T, rsT is the ran-

dom number of T, and seq is the serial number of D. Af-

ter Rn receives M, M = (certT，rsT，seq，Rn-1，Tn-

1，opn - 1，D，h，certRn，rsRn，h') is forwarded, in 

which there is h' = hash(certRn，rsRn，h), certRn and 

rsRn is respectively the certificate and random number. 

Therefore, M' contains the signature of Rn, and the in-

termediate reader will verify h and h ' during the routing, 

if it fails, then the forwarding is declined, otherwise the 

forwarding is continued until it reach O.  
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Finally, the institution O maintains a hash table C ={ seq

→( M ' － D) } for each T. At the same time, it uses the 

hash table B = { R→{ c} } to save the detected informa-

tion of the nodes with malicious authorization, in which c 

is the certainty factor of each abnormal event. After the 

institution O receives M', it checks whether if M' has 

malicious behavior for authorization, which is shown in 

Figure 3. 
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Figure 3. The Digest Checking Process of the Institution 

The verifiable caching interaction information method 

can guarantee the institution to complete the authorized 

trust, which is show as follows:  

(1) Because the intermediate node checks the integrity of 

the data packet, if the check of institution O on h' suc-

cesses, then it can be sure that M' does not been modified 

after being send from Rn, otherwise the intermediate 

node will abandon the data packet that fails the checking, 

thus, it can guarantee the security of the routing. 

(2) The checking of institution O on h can ensure that Rn 

does not falsify M. Therefore, when the label data goes 

by the reader network, its integrity can be ensured. In 

addition, T adds random number rsT and timestamp Tn – 

1 to the data packet, which can ensure that Rn can not 

replace or forge M.  

(3) The reader obtains the authorization before the inte-

raction with T, and the routing path is clear. If the institu-

tion cannot find the seq-1 key in C, then it shows that the 

institution does not receive the data packet of the pre-

vious interaction at last.  The data packet is likely to be 

abandoned by Rn – 1, and then O can mark that Rn – 1 

has a malicious behavior.  

(4) The operation summary before the moment of the 

checking is opn-1, the institution can audit whether if the 

reader properly uses the authorization and without illegal 

operations. 

However, this approach carries the risk of omission, 

namely there will be the situations that the interactive 

readers both are malicious nodes or the data packet loses 

due to the changes of the network, then the institution 

will only know the losing of the data packet, but can not 

learn the serial number of the reader. Because VCID only 

reduces the reputation of the institution according to the 

identified malicious events, it will not affect the normal 

institutions, so it is acceptable. In addition, the verifica-

tion of the authorization can be designed as the exclusive 

or operation, which can satisfy the computing power of 

the label.  

The verifiable caching interaction digest method needs to 

save the digest information. On the one hand, the label 

will save the digest of this interaction during the interac-

tion, and it will upload and abandon the digest during the 

next interaction, so there only needs to one digest. On the 

other hand, the server needs to save the digests uploaded 

by all the tags within check_timeout time. Although the 

storage and checking of a single tag cost little, for the 

large-scale application, it may need to use the parallel 

computation and storage. 

2.2. Institutional trust 

Before the authorization of the reader, it is necessary to 

examine the trust of the institution that the reader belongs 

to. The trust of the institution is stable, and it can be ob-

tained by the evaluation of the third party to its reputation 

value, and is mainly implemented in the institutional 

layer. Considering that the number of the institutions is 

far less than the number of the readers and tags, and at 

the same time, there often exist entities in the institution, 

which is stable. Thus, the trust management based on the 

trust management institution is proposed. 

Trust Management Based on Cluster. In the distributed 

application, it can be divided according to the geographi-

cal area to form the administrable cell cluster. In the clus-

ter, the reputations of the ordinary institutions are central-

ly managed by a trust management institution G, which 

maintains the reputation of the institution according to 

the reports of the institutions in the cluster. While the 

ordinary institutions decide whether to authorize the 

reader, reference to the reputation value of the institution 

released by G. 

2.3. Trust-transmitting Between the Institution and 

the Reader 

1) Dynamic Authorization Reader 

Before the reader Rn needs to carry out the interaction 

with the tag, it needs to obtain the authorization of the 

institution OA that the tag belongs to. Rn sends the au-
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thorization request to OA, after OA receives the request 

of the reader Rn, it will calculate the trust degree of the 

reader Rn.  

( ) ( , ) (1 ) ( )
An O n B G BT R T R O T O           (7) 

Among which, TOA(Rn, OB) is the direct trust that 

based on previous interaction experience, TG( OB) is the 

indirect trust, namely the reputation of the institution OB 

that Rn belongs to, which can be obtained from the trust 

management institution G, and α  is the proportional 

adjustment factor. If T (Rn) is less than the threshold 

Tmin, then the authorization is refused. Otherwise, it is 

passed. 

2) Trust Feedback 

Influenced by the initial value and the convergence of the 

trusted model, the authorization of the institution to the 

node may not be reasonable, thus the trust feedback be-

comes an important method to correct the mistakes. The 

institution obtains the behavior credibility of the node 

from the interaction digest provided by the tag, updates 

the authorization of the node, and feedback to the reputa-

tion value of its belonged institution. If an authorized 

node has faulty or malicious behavior, it will report to 

institution O, and O will reduce the trust value of the 

node.  

1( ) ( )n nT R T R                       (8) 

If there is Tn (R) < Tmin, then the institution revokes the 

authorization. 

2.4. Hierarchical trust algorithm 

When selecting the resource sites, the algorithm proposed 

in this paper is called the computing resources selection- 

scheduling algorithm, which comprehensively considers 

the total execution time of prediction and the price factor. 

It will choose the resource sites with the smallest total 

execution time, the highest trust value and the lowest 

price, according to the dynamically choices of the users. 

The algorithm is simply described as follows: 

For a large task, after the task resolver, the obtained task 

subset is T= {t1, t2…tm}. According to the requirements 

of the task QoS, it is divided into four types of tasks 

based on the scheduling strategies, and this paper firstly 

selects the task subset T' = (t1, t2…tk)  k   m in the 

task set QoS (hh). Then carries out the following five 

basic operations successively to the task subsets in QoS 

(hl), QoS (lh) and QoS (ll), until all the task subsets T ' 

comprehensively choose the proper resource sets.  

1) For each task ti, collect and calculate the correspond-

ing measuring index vector of each resource site rij in the 

available resources Ri. 

, ,( ( , ), )i ij i ijMTR MCT i ij P  (9) 

2) For task ti, bring in the trust mechanism to calculate 

the minimum completion time of the prediction. And the 

formula is as follows: 

( , ) ( , ) / ( , )Trust MT i ij MCT i ij Trust i ij   (10) 

Among which, Trust (I,ij) is the trust degree of node ti to 

the computing node rij. 

3) For each subtask ti in the T ', calculate the correspond-

ing comprehensive measure function of each available 

computing resource rij according to the following formu-

la (11). 

, ,( , ) (1 ) (0 1)i ij i ijF Trust MT i ij P           

(11) 

4) After the above steps, the set of the one-to-one corres-

ponding target computing resources {r1k1,r2k2,,rmkm} 

to the set of the subtasks T' ={t1，t2，….tk} is finally 

obtained. And riki(ki  (1,2,….ni)) is the computing 

resource site selected by the subtask ti. 

5) Update the trust value and the weight information, and 

send the subtasks to the corresponding computing re-

source sites, then carry out the scheduling of the second 

floor, and place them to each execution node for the pa-

rallel execution. 

3. Experimental Simulation and Analysis 

3.1. Experimental environment and settings 

The experiments use the simulation to carry out the veri-

fication, and the environment is shown in figure 4. 

Among which, the points begin with O is the objects, the 

points begin with R is the readers, the colors represent 

the belonged institutions, and the line between the nodes 

shows that the two nodes are in the communication. The 

simulation uses the event-driven. If the following expe-

riment does not have attached instructions, then the net-

work area of the reader in the environment is 1200 x 

900mm, the number of the reader nodes is 80, the com-

munication distance is 200m, the communication dis-

tance between the tags is 60m, and the simulation time is 

200s. The influences of the unstable reader on the hap-

pening if the malicious events and the effects of the 

communication distance between the tags on the detec-

tion of the events are analyzed in the following, and the 

influences are compared with the convergence efficiency 

performance of the evidence theory and VCID. 

3.2. Results analysis 

1) Influence of the Unstable Reader 

The reader network is dynamic, and the unstable nodes 

will change the network topology and the interaction 

time, these unstable factors will affect the recognition of 

malicious events. Design to use the movements of the 

two experimental nodes of the method that based on the 

evidence theory to study the performance of the trust 

institution. In the first experiment (figure 5), the nodes 

are stationary, while in the second experiment (figure 6), 

30% nodes move at the speed of 10 m/s. In the figure, the 

square points represent the occurred malicious incidents, 
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and the diamond points the detected malicious events. If 

no malicious events happen or are detected at some mo-

ment, then there is no mark, the reputation value of the 

institution at some moment is multiplied by 10 and 

marked in the figure for comparison. 

 

Figure 4. The Simulation Environment 
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Figure 5. The Comparison between Malicious Events and 

Detected Events in the Environment with 0% Moved 

Nodes 

It can be seen that when the malicious nodes move fast, 

they have less contact with the tag, thus the malicious 

events are less. When all the nodes are stationary, there 

are 242 malicious events in total, and when 30% nodes 

are moving, there are only three malicious events. It can 

be seen that the movement of the nodes has a great influ-

ence on the happening of the malicious events. In the 

experiment, the distance between the tags is relatively 

longer, therefore, the three malicious events are all de-

tected. The next experiment will analyze the influence of 

the communication distance between the tags on the de-

tection of the malicious events. 
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Figure 6. The Comparison between Malicious Events and 

Detected Events in the Environment with 30% Moved 

Nodes 

2) Influence of the Communication Distance between the 

Tags 

The communication distance between the tags also has 

influence on the detection of the malicious events. Dif-

ferent RFID tags, such as the passive tags and the active 

tags, have different communication distances, and the 

communication distance between the tags directly deter-

mines number of the neighbor nodes that can monitor the 

interaction between the tags and the terminal reader. 

There are three experiments, and the communication 

distance between the tags is respectively 30m, 60m and 

90m, the changes of the institution’s reputation are 

shown in figure 7. When the communication distance 

between the tags is 30m, the reputation value of the insti-

tution does not change, and when the communication 

distance between the tags increases to 60m, the reputa-

tion value of the institution decreases, and the reports 

without detecting the malicious events after a period of 

time start to pick up. And when the communication dis-

tance between the tags increases to 90m, the reputation 

value of the institution quickly reduce to a minimum and 

remains unchanged. 

Set the communication distance between the tags to odist, 

the number of the readers to n, and the network area of 

the reader to S = w•h, then the average number of the 

readers that the tags met is as follows:  
2odist n

N
w h

 



                        (9) 

When there is odist = 30 m, then the value of N is 0.21. 

At this moment, the tags are the same with the readers, it 

is hard to meet other readers to carry out the monitoring. 

It can be seen that the evidence theory has a relatively 

poor performance with a relatively short communication 

distance between the tags. 
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Figure 7. The Influence of the Communication Distance 

between Tags on the Reputaion of Institution 

3) Convergence Rate of the Evidence Theory 

For the hierarchical trust mechanism, the malicious 

events of the nodes at the bottom converge to the reputa-

tion of the institution on the top, and the convergence rate 

of trust is an important evaluation standard. In order to 

assess the convergence of the routing trust, the network 

area of the reader is set to 800 × 600 mm, and the others 

remain the same. The experiment results are shown in 

Figure 8. 
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Figure 8. The Convergence Rate of the D-S Method 

The initial reputation value of the institution is 0.9, be-

fore t = 48s, there is no malicious events, and after it the 

malicious events begin to appear. If there are successive 

three abandoning events after t = 50s, then after Δ t = 

max ( recv_timeout, check_timeout), namely the next 

checking moment or the maximum timeout of receiving 

the data packet, the neighbor nodes detect the malicious 

events. Therefore, when t =55 s, there are six reports of 

the malicious events, and eight reports in the next second. 

Because a malicious event can be captured by multiple 

nodes, so there are multiple corresponding reports. Then 

the malicious reports gather up, but at this time, the repu-

tation value of the institution has not been updated, thus 

when there is t = 64s, the reputation value of the institu-

tion is still 0.9. After the next checking moment of the 

trust management institution t = 80 s, the reputation of 

the malicious institution begins to reduce, and continues 

to reduce with the increasing of the reports. It can be seen 

that the hierarchical structure of trust can feedback the 

behavior of the nodes at the bottom to the trust of the 

institution within a relatively short period of time. The 

larger the scale of the application, the more the nodes 

will be, or the more the malicious behavior of the nodes 

will be, then the faster the feedback of the trust will be. 

4) Convergence Rate of the VCID 

In the authorized trust, use the caching previous interac-

tion digest method to detect the malicious terminal nodes, 

which also can effectively detect the malicious nodes, 

even in the environment that the density of the reader is 

not dense. Three groups of experiments are designed, 

among which, group 1 and group 2 respectively uses the 

evidence theory and the bayesian decision, namely to 

deduce the malicious events by using the nodes to detect 

the behavior of the neighbor nodes to the tags, and group 

3 adopts the verifiable caching interaction information 

method. Each group selects 40, 60 and 80 nodes, there 

are 9 experiments in total. The results are shown in Fig-

ure 9. 
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Figure 9. The Convergence Rate of the VCID 

In the experiment that adopts the evidence theory, be-

cause it is relatively sparse between the nodes, the mali-

cious events cannot be detected. Therefore, when the 

number of nodes is 40 and 60, the reputation of the mali-

cious institution is always the same, and when the num-

ber of nodes is 80, the reputation value begins to decline. 

The results obtained by using the bayesian decision are 

similar to the results obtained by using the evidence 

theory, but its success rate of detection reduces. Other 

methods such as the cloud model and the method based 

on the entropy model are both adjust the trust degree of 

the nodes by capturing the behavior of the neighbor 

nodes, which will be restricted by the short communica-

tion distance between the tags in the detecting of the inte-

raction between the readers and the tags, thus, their influ-

ences on the reputation of the institution are similar to the 

experiment results of the two groups.  
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On the contrary, in the experiment that uses VCID, it also 

can timely detect the malicious events, even if the num-

ber of nodes is 40. And since then, with the increasing of 

the density, the number of the contact between the mali-

cious nodes and the tags increases, and the reputation 

value of the malicious institution declines faster. It can be 

seen that by adopting the verifiable caching previous 

interaction information method, the relatively faster con-

vergence speed can be obtained, and the influence of the 

node deployment can be avoided. 

4. Conclusion 

In order to solve the conditions for the dynamic authori-

zation problem to be applied to the Internet of things, a 

reliable trust mechanism must be established among the 

institution, the reader and the tag. Therefore, this paper 

proposes a hierarchical trust mechanism, and puts for-

ward a verifiable caching interaction digest algorithm. 

The trust model has a relatively fast convergence and 

extensibility, and is suitable for the applications in the 

distributed and large-scale Internet of things. The expe-

riments show that the hierarchical architecture in this 

paper makes the reader has a relatively rapid conver-

gence, and it has a good performance. 

References 

[1] Muhammad J. Mirza, Nadeem Anjum. Association of Moving 

Objects Across Visual Sensor Networks. Journal of Multimedia, 

Vol 7, No 1 (2012) pp. 2-8 

[2] Haiping Huang, Hao Chen, Ruchuan Wang, Qian Mao, Renyuan 

Cheng.(t, n) Secret Sharing Scheme Based on Cylinder Model in 

Wireless Sensor Networks. Journal of Networks, Vol 7, No 7 
(2012) pp. 1009-1016 

[3] Xin Huang, Xiao Ma, Bangdao Chen, Andrew Markham, 
Qinghua Wang, Andrew William Roscoe. Human Interactive 

Secure ID Management in Body Sensor Networks. Journal of 

Networks, Vol 7, No 9 (2012), 1400-1406 

[4] Ross R J, Zerbe J I, Wang Xiping, Green, D W, Pellerin R F. 

Stress Wave Nondestructive Evaluation of Douglas-Fir Peeler 

Cores, Forest Products Journal, Vol. 55, No. 3, pp. 90-94, 2005 

[5] W. Zhao, R. Chellappa, P. J. Phillips, and A. Rosenfeld,“Face 

recognition: A literature survey,” ACM Comput.Surv., vol. 35, 
no. 4, pp. 399–458, 2003. 

[6] Yunlong Cai, Rodrigo C. de Lamare, Rui Fa, "Switched 

Interleaving Techniques with Limited Feedback for Interference 
Mitigation in DS-CDMA Systems," IEEE Transactions on 

Communications, Vol. 59, No. 7, July 2011, pp. 1946-1956. 

[7] C. J. Zhou, X. P. Wei, Q. Zhang and B. X. Xiao, Image 

Reconstruction for Face Recognition Based on Fast ICA, 

International Journal of Innovative Computing, Information and 
Control, vol.4, no.7, pp. 1723-1732, 2008 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


