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Abstract: In order to strengthen management and monitor ternet, collection and analysis of public opi-
nion information is a realistic problem solved urthg for the present government departments. Theepa
present a new algorithm for detecting internet jgubpinion hotspot based on K_means and partickrsw
optimization algorithm. First, the limitations dig¢ K_means and particle swarm optimization algoritre
analyzed. Second, the algorithms of K_means aniiclgaswarm optimization algorithm are integratedia
corresponding improvements including algorithm gipte, the exploration ability of global solutioralgo-
rithm calculation process are presented to overcit@dimitations of original algorithms. Finallyhe expe-
rimental results verify that the new algorithm d¢enprove effectiveness and validity of hotspot disay of
internet public opinions when used for internetlmubpinion hotspot detection practically.
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1. Introduction

With the development of science and technologya as
new form of media , Internet has been playing asiec
position in fierce competition of the media. Itingvita-
ble that the Internet public opinion has influendbé
society profoundly. In regard to the Internet paldpi-
nion, their occurrence range is wide, spreadingdps
high, and their eruption spot is difficult to betelded
and controlled. Therefore, not only governmentsdst
individuals are necessary to master the hot tapiely,
know the direction of popular opinions correctlynda
take action to control and guide the trend of lpid in
order to reduce the disadvantageous influence.eSo r
search on internet public opinion hotspot detectias
become a hotspot for the researchers in the freldsed.

2. Literature Review

At present, the study on hotspot discovery of meer
public opinions at home and abroad mainly focuses o
such two aspects as internet information processnty
data mining.™ In the aspect of internet information
processing, the main research contents of schalars
home and abroad include word segmentation techpolog
of language, measure of multidimensional vectorcspa
on article theme”?® In the aspect of internet data mining,
contents involved are information acquisition ot
opinions, automatic classification, automatic cusig,
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and etc., having obtained certain achievements.irf-or
stance, Huang Xiaobin, on the basis of analyzing te
mining, put forward the mining and analyzing modél
internet public opinions information, and illusedtthe
application of text mining in the analysis of intet pub-
lic opinions; Qian Aibing' analyzed the basic situation
of internet public opinions, and designed an arnatyz
model of internet public opinions based on thentas
Jianyon§! and etc., combing the advantages of compre-
hensive partitional clustering and agglomeratetehirgy,
put forward an incremental hierarchical clusteraigo-
rithm applied to theme discovery; Yu Manquan and®et
combining natural language processing with inforamat
retrieval technology, put forward a very effectsiagle-
granularity topic identification method as to tleatures
of events; Liu Xingxing and et8. Designed a hotspot
events discovery system which is, geared to thdsae
internet news coverage, able to automatically fine
hotspot events on the internet within any periodandy
Wei®, according to the demands on the analysis of-inter
net public opinions, built the discovery and analysys-
tem of internet public opinions hotspots problerasda
on clustering. As to mass internet public opiniarfer-
mation, how to improve the effect and efficiencyaofal-
ysis and processing as well as the accuracy aiuieetfy
of the analysis of internet public opinions hotspog-
mains a hotspot for current research.
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Currently, domestic and overseas studies on theertu
ing methods of internet public opinions are maidly
vided into the following categories: partitionalistering,
hierarchical clustering, clustering based on dgnsit-
tificial neural network clustering, clustering bedsen
internet, clustering based on models, and etc.t€ing
is widely applied; according to different objeagpplica-
tion fields and aims of clustering, there are dixece-
quirements on the quality, efficiency and resuiurailiza-
tion degree of clustering. Hence, proper clustesliyp-
rithm shall be selected as required by specifidians,
among which as to text clustering, K_means clusteri
due to its features like increment, batch processpee-
diness and efficiency, as well as its advantagmpplica-
ble to dynamically process mass data of internadiane
information, is widely applied in the detectioninfernet
hotspot topics.
K_means algorithm relies too much on the initiainiver
of clusters and initial clustering centers, whitfals be
conquered in actual application.

K_means algorithm is one of the best informatiamsel
tering methods in data mining which can extract tmdi
new knowledge and. But it is found that using K-nga
algorithm to process the data of isolated points dreat
limitationd”®. An improved particle swarm and
K_means hybrid clustering algorithm put forwardtle
paper firstly makes use of the population fithemsance
to determine the operating time of K_means algorjth
so as to realized the organic combination of PSjo-al
rithm and K_means algorithm, as well as accelettae
rate of convergence of the algorithm while enhagcin
local search ability of the algorithm. In orderitarease
the rate of convergence of hybrid algorithm in yaré-
riod, increase the updating mechanism of partidsi-p
tion based on extrapolating direction in the evohary

process solves the problem that K_means algorithm i

slow in rate of convergence. Bring random mutatipa
eration in the evolutionary process of PSO algoritind
only carry out K mean search on the particles gipgt-
ing in the mutation; hence, it will not affect thate of
convergence of the algorithm while enhancing pdpria
diversity, further remedying the defect that K_nwan
algorithm falls into local optimization.

3. Research Method
3.1. Particle Swarm Optimization (PSO)

PSO is an evolutionary method based on swarmiintell
gence. Every potential solution optimizing problems
particle of the search space. Every particle lsmsdtres-
ponding speed, position and a fithess which is rdete

mined by objective function and through which algo-

rithm evaluates the strengths and weaknesses tidlpar
Algorithm firstly initializes a swarm of random piates,
and finds optimal solution through iteration. Irckate-
ration, the particles update themselves througtkiing
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However, the clustering quality in

two “extreme values” which are the optimal solution
found by the patrticle itself, i.e. individual extne value

pBest and the optimal solution currently found by the

particle swarm, i.e. global extreme valg&est . After

finding the above two extreme values, the particips
date their speed and position according to equdtiand
equation 2.

v.(n+1) =wv, (n)+c, rand,( )L

(pBest - p (n)) +c¢, and,( ) O (1)
(gBest — p,(n))
p(n+)=p(n)+v(n+l) &)

In equation 1 and equation z,(n) is the current speed
of particles, p,(n) is the current position of particles,
i=1,2,3,..N, N is the dimension of current space,
rand,() and rand,() are random numbers among
[0,1], andC, andC, are learning factors, generally dere-

ferencingC, =C, =1, W is weighting coefficient, gen-

erally dereferencing from 0.1 to 0.9; many experitae
show that ifW is linearly decreased with the algorithm
iteration, the convergence performance of the dlgor

will be significantly improved. Suppose th\évt“ax is the
largest weighting coefficientw ;. is the smallest
weighting coefficientrun is the current times of itera-

tion, andrunMax is the total times of algorithm itera-
tion, then equation 3.
(w . —w_
—_ _ max min
W=Ww,,, —run-—"_—mn

3
runMax ®)

3.2. Particle Swarm and K_means Hybrid Clustering
Algorithm

K_means clustering algorithm is widely used in adb
fields like data mining, image segmentation, patterc-
ognition, feature extraction, and etc. due to sagdhan-
tages as simple in algorithm and fast in rate afveo-
gence. However, traditional K_means algorithm hes t
inherent shortcomings: sensitive to initial value &asy
to fall into local optimization. The occurrence BEO
optimization algorithm provides a new idea for sy
such problem. Nevertheless, through the analysigef
vious literatures, we find that the key to imprdke ac-
curate local solution searching ability of K_meatgo-
rithm lies in accelerating the rate of convergeoicalgo-
rithm while increasing the accuracy of solution.

3.3. Improvement of Algorithm Principle
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Main idea for the improvement is to change theudaic
tion of distance in linear space into the calcolatof
kernel function, i.e. equation 4.

k(X %) =(x)P(x;) )
In equation 114 (0] is vector function, the specific form

of which is uncertaink ([1)] is the kernel function meet-

ing Mercer condition. Positional change of origipalr-
ticles is determined by its speed, individual ojatiosi-
tion and swarm optimal position. A8(D)] is uncertain, it
is unable to determine the position and speed icies
in kernel space. In the original particle swarmoaitpm,
particles update their position through equatiomrisl
equation 6, however, in kernel space, it is impussio

find X, Vig, Py OF Pyg-

Vi = wix v + g rand (1% ©
( Pa ~ )QI;) + Czrand (i< ( Pga ~ )ﬂlé)
Xo = Xa Vg )

In equation 5, the most important two parts are
(Pg— )g':,) and (pgd - Xi':, ), which represent the indi-

vidual optimal direction of the particle and swapptim-
al direction respectively. As we cannot even deitleem

the dimension ofp,y and Py in kernel space, we can

only find the reflection of two optimal directiorf the
kernel space in linear space in the manner of pgpbi

The above analysis shows that the most criticalgs®in
PSO algorithm is the moving of particles. If thegqess
is to be carried out in kernel space, the spe@ifim of

vent PSO algorithm from falling into local extremum
resulting in early convergence. As mutation is metes-
sary for particles with good fitness, this papelyarar-
ries out random mutation operation on part of the p
ticles with poor fithess, and other optimized et
remain the original population structure to cany local
search, thus realizing the balance between impgotia
rate of convergence and keeping the populatiorrsitye
as shown in equation 7.

f (r<C,) then
=1, xr,xV max/C,

Via @

In equation 7, (iLJM ) is the random variable un-

iformly distributed among [0,1]M is part of the poorer
particles through fitness sequenciny, is the random

variable uniformly distributed among [0,1], arfd is
random variable, when the random number is less tha
0.5, I; is 1, when the random number is larger than 0.5,

I, is -1, controlling the flight direction of partes.

Through bringing random mutation operation in et
swarm, early convergence of PSO algorithm is awhide
so as to enhance the exploration ability of glcmdlition

of particle swarm and K_means hybrid clusteringpalg
rithm. In order to realize the balance between glsio-
lution ability in clustering algorithm and rate oénver-
gence, new hybrid clustering algorithm only carries
one accurate K_means search on the particles ipattic
ing in the mutation, strengthening the exploitatidnility

of particles in new space participating in randomtan
tion operation; moreover, limited to the number and

@(01 is indispensable. This paper puts forward the idea probability of particles participating in random tation,

of using pattern search method, still changing pgbsi-
tion of particles in linear space, but the standafrap-
timal direction comes from kernel space, thus angid

obtaining the specific form of([)], and PSO algorithm

improved by pattern search method can be usedeier k
nel space calculation. Specific method is that fihd
number and initial centroid of data clustering thgh
KPSO algorithm, and cluster in the kernel spacenbi-
ing use of K_means algorithm based on kernel fancti
Thus, not only the clustering ability of K_meangal
rithm can be greatly improved, but also the appabgr
initial centroid can be found, also determining them-
ber of clustering.

3.4. Improvement of the Exploration Ability of Glob-
al Solution

As the search ability of global solution of pamicwarm
and K_means hybrid clustering algorithm totallyigsl
on the exploration result of global solution spatéhe
early phase of particle swarm algorithm, randomamut
tion operation shall be brought in particle swaopte-
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there is little impact on the rate of convergentalgo-
rithm.

3.5. Improvement of Algorithm Calculation Process

The calculation process of the improved algorittan be
listed as follows.

(Dinitialize particles in data space, making the eaond
influence of particles almost cover all the datac ae-
termine the appropriate range of influence of plasil

as well as the initial step size of particle pdyation 51

@ Each particle calculates its data density withi i
range of influence. Through traversing data, cakeuthe
distance between particles and data in kernel sgace
those less than range of influence, data densitthef
particles shall be added.

(®Search the optimal particle around oneself. Caleula
the distance between a particle and all the othgigtes,
the particle with the largest data density withia tange
of influence is the optimal particle.
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@ Determine two approximate optimal directions

P —X andg —X%.

®Particles update positions according to equation 5.
®Change step size and return to S@puntil meeting
conditions or reaching the largest cycle times.

(@Take the optimal particle finally obtained by KPSO
algorithm as the initial centroid, then carry outrifeans
clustering based on kernel function. If there is fiata in

certain category finally obtained, the data of ¢tategory
can be deemed as isolated point.

4. Results and Analysis
4.1. Data Acquisition and Preprocessing

Verification data acquisition and preprocessingthis
paper mainly include the following stegg. Public opi-
nions data acquisition adopts web search technplogy
traversing the entire Web space within designateges

The feature words for Diaoyu Islands are sovergignt
Shinzo Abe, island purchase, escort, military, tigh
American, China, Japan, and the feature words yoaS
Crisis are the opposition, muslim, Shiite, SunnBa-
ShakEr, anti-terrorism, Iran, Russia, American, Rnab
League.

As for the performance of the presented algorittirg
paper also realizes the application of the ordiniry
means algorithm[9] and SVM algorithm which are popu
lar used in internet public opinion hotspot detat{6],
Cluster performance of different algorithms is show
Table 1. And the calculation platform as followstrdi
ware is Dell Poweredge R710, in which processor is
E5506, memory 2G, hard disk 160G; software platform
is Windows XP operating system, C programming lan-
guage environment.

Table 1. The Application Performance of Different

to collect all kinds of public opinions informatipestab-
lishing indexes of acquired information througherdr

and save in the index database. Objects of dataiskcq

tion are mainly each major web portals, BBS, blays]
etc.; @ Word segmentation processing of website text,

Algorithms
. Algorithm in Ordinary K- SVM
Algorithm This Paper means algorithm
P algorithm 9
Accuracy Rate 95.85 % 81.33% 71.82%
Time
Consuming(S) 1 451 21

public opinions information acquired are unstruetur
data, which shall be preprocessed. Word segmentatio
study of Chinese language has been mature. Thisr pap
adopts the Chinese Lexical Analysis System of tungtio

f Computing Technology (ICTCLAS)® Text features
abstraction, the aim of selecting features is tthér fil-

ter works with not much amount of information aedd
influence on the discovery of public opinions haotsp
reaching the effect of dimension reduction of wgbsi
feature vector, so as to improve the processingieficy
and reduce the complexity of calculation. Form of d
mension reduction adopted in this paper to builaler
tion function of webpage theme through statistice-
thods, evaluating each feature vector and choasorgs
meeting the preset threshold as the feature itemebf
page;@ Feature representation, this paper adopts vector
space model (VSM) to indicate public opinions imfier
tion; here omit the specific forms.

4.2. Experimental Results

Experimental data come from database of 8919 pieces
news among the politics news on May 1, 2013 to BRIy
2013 as the test samples obtained by features vedrds
webpage cluster, randomly chosen by the simulation
periment team. As webpage comes from real website,
webpage data have certain complexity and randomness
After the news was chosen the data preprocessing a
section 4.1, here only take the event of Diaoyands
and Syria Crisis for example. The feature vectordvo
frequency of Diaoyu Islands and Syria Crisis aré582
and 10563 respectively. The number of pages of ybiao
Islands and Syria Crisis are 1876 and 1643 resmdgti
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Conclusion

Since the particle swarm optimization algorithm Idou
not find the appropriate original centroid and tloeurate
cluster number under linear inseparable circumstanc
an improved K-means algorithm based on particleswa
optimization was given in the paper. Particle swaypn
timization was used to seek out the category thatilgl
be clustered and many other measures are takemago m
the data to higher-dimensional space and to ovexdbm
shortcomings of original K_means algorithm. Thea th
data was clustered by the cluster algorithithe expe-
riment demonstrates that the new method runs well a
has satisfied webpage cluster when it is usedtarnet
public opinion hotspot detection.
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