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A Multi-task Pathfinding Method Based
on CBR and Kd-tree

Yan Li, Sen Liang, Lanming Su, Jiacheng He
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College of Mathematics and Computer Science, Hebidtsity
Baoding, China

Abstract: Pathfinding is a typical task in many computer ganaad its performance will affect the quality of
game Al. In order to enhance the efficiency of iralsk pathfinding, case-based reasoning has beso i
duced in traditional A* algorithm, called the CBMiiethod. The method needs to select representaivs p
which can cover the whole map to build a compastdaase, which is difficult in large maps. Besides,
peatedly searching for similar cases for each patinfg task would be a time consuming process. ddress
these problems, we provide a kd-tree case stotagetige and case retrieval mechanical in the CBivEF
thod. The pre-stored cases (previously found pates)generated randomly and incrementally. Theraig
flat storage structure of the cases is changedtiidd-tree structure. Since the searching spanebe re-
duced by branch pruning in case retrieval, the fpatimg efficiency has been improved obviously, ghd

number of searched nodes is also reduced.

Keywords: Multi-task Pathfinding; Case-based Reasoning; Keé;tNearest-neighbors Search Algorithm; A*

1. Introduction

Pathfinding is an important and typical task in san
computer games, especially in real-time strategyeza
An excellent pathfinding algorithm will surely irease
the satisfaction degree of users. A*is one of the most
often used heuristic search algorithms, which @achthe
optimal solution when there does exist a shortesh.p
Although A* is the typical pathfinding algorithn, $uf-
fers from high time and space complexity. There are
many improvements about A* in the literature, sash
HPA* (Hierarchical Path-Finding A*}?, LPA* (Life-
long Planning A*P* KNN LRTA* (k-Nearest Neigh-
bor classification algorithm and Learning Real-Tifk®

Bl among others. HPA* is a typical hierarchical fiath
ing algorithm based on the concept of abstractihgrép
firstly abstracts a large map into several linkachl clus-
ters. In each cluster, several representative nadese-
lected and then linked by A* to generate the abstra
graph. At the global level, clusters are traverised sin-
gle big step. At the local level, the optimal distes for
crossing each cluster are pre-computed and sttireain
greatly reduce the problem complexity in path-firgdon
grid-based maps. However, HPA* is merely suitabie f
static environments. When the obstacle informai®n
changed during the gameplay, the found path neels t
replanning and updated in real time. LPA* was pegib
in 2004, which can fast update the shortest pattlyin
namic environments by storing information from pre-
vious pathfinding results. Its first search is $&mio A*

but the subsequent searches are potential fastaube it
reuses the previous search information.

However, it was reported to be very sensitive ®ohsi-
tion of the changed nodes, and the pathfinding (ask
the pair of start node and destination node) shbeld
fixed beforehand. In some related applications sash
computer games, multi-task pathfinding is more rofte
required for game players because they need td-cont
nuously move from one place to another or the multi
players need to find their paths simultaneousher&fore,
the start and destination nodes changed from tintiene.

If we start from the scratch for each task, thetstimit

of response time for computer games cannot befiedtis
In this situation, Case-Based Reasoning (CBRhas
been used in the multi-task pathfinding, and fiedsh
path by reusing the previously found similar patbBR
mimic the behavior of human being which retrieved a
reuses past experience to solve new problemss lb&éan
widely applied in many different real problefig?, in-
cluding in real-time games. In 2009, Vadim Bulitied,al
proposed KNN LRTA* which combines K-Nearest
Neighbor algorithm™ with LRTA* 2. The LRTA*
algorithm is a real time heuristic search algorithvhich
gets the optimal path by expanding its front statel
updating its heuristic in the unknown environmentl a
changing environment. In the offline phase of KNN
LRTA?, the randomly found paths by A* are compratse
into a set of subgoals and stored as cases iraieehase.
When a new task comes, the algorithm will query the
case base for the most similar previously solvest @and
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uses its subgoals to solve the new problem. It dhios
noted that, computer games require high efficiefory
pathfinding, while CBR needs to retrieve the caaeeb
for similar cases when each new task occurs wrsch i
very time-consuming. It a case-based multi-task
pathfinding algorithm called CBMT is developed, alhi

is an incremental memory-based method. This algarit

In this paper, the kd-tree is used to structure pghee
stored paths to build a case base to facilitate fath-
finding. First, we should determine the dimensiérthe
kd-tree, i.e., the k value. Generally, we can regné a
path by its start node and destination node, aed th
coordinates can be used to form a case. Then wevose
pairs of x-coordinate and y-coordinate to reprebett a

can obviously reduce the number of searched nosles acase and task. Therefore, k is equal to 4 in tbheqsed

more and more found paths (cases) are accumulited.
query task generated randomly can be differentaah e
time. Through computing the distance between thve ne
task and the stored cases, the most similar onebean
reused and adapted as the result of the new tdsk. T
newly found path is then also stored as a sucesgsand
this completes one CBR cycle. Obviously, the CBMT
algorithm can reduce the online search time attist of
using more memory. However, there are still songe di
advantages: Firstly, it is difficult to get the repentative
paths in large map. Secondly, it will take a lotiofe to
searching for similar paths in the case base.isnpper,
we improve the storage structure of the case hadé¢he
case retrieval mechanical by using the kd-treecsira.
The cases can still be stored incrementally andébles
can be dynamic. First, many pre-stored paths arvergée
ed randomly to cover the search space as muchsss po
ble. Then the original flat storage structure & tiases is
replaced by using kd-tree structure, and the KNicde
ing mechanical is also changed. The experimensailtise

kd-tree structure. Each case is a four-dimensiacliash
point Pi (xi, yi, zi, ki), i€[1, n]. The process to form
such a kd-tree is described as follows.

(1) Calculate the median of every component oftfzl
data point. Then we take the median as the rodhef
tree.

(2) Determine which component to be selected as the

discriminator using the formula d=Lmod4, where lthe
serial number of the kd-tree’ hierarchy. When théug
of d equals to 0, 1, 2, 3 respectively, the comptmef
Xi, yi, zi, and ki will be selected correspondinglg the
discriminator in the tree construction.

(3) When the component value in the current nodis Pi
less than or equal to the discriminator, then wetpe
data point Pi into the left subtree, otherwise, Putnto
the right subtree.

(4) Keep loop until all the points are insertedittte kd-
tree.

Figure 1 is a kd-tree built in the way mentionea\ah
Each tree point in the kd-tree is a four-tupler(stastar-

show that, the proposed new method can improve thety, endX, endY), which represents a task with sttate

speed of searching similar cases obviously anckliyer
enhancing the efficiency of the pathfinding task.

The remainder of this paper is organized as folldvex-
tion 2 explains the idea of kd-tree and the appticaof
kd-tree in pathfinding. In section 3, we describe pro-
posed multi-task pathfinding algorithm in detaiec8on
4 shows the experimental analysis and results.llfzina
we provide the conclusion and the future work iotBa
5.

2. Kd-tree for Pathfinding and the Case Re-
trieval Algorithm

Kd-tree (k-dimensional treéY! is a data structure which
can partition the high dimensional search spack kyt
per-rectangles. It is mainly used to quickly reteéethe
required information in large volume of data siftcean
reduce the search space by branch pruning durfog in

mation query. Kd-tree has been used in some prablem

which have large search spaces such as 3D Potetrrat
Matching *®!, Real-time Huge Terrain Visualizatiof,
and Satellite RCS Predictiofl. In fact, kd-tree is an ex-
tension of binary search tree to k-dimensional ,datd it
is different from binary tree because of a disanigdr in
each layer to decide the trend of the branch.

2.1. Case Representation and Kd-tree Forming
Process

(startX, startY) and goal state (endX, endY). Tharsh
space is divided in the order of startX, startYgXnand
endY, and the loop repeats until the kd-tree idt lsuic-
cessfully.

startX<=4 divide by startX

4151819 startX>4

stary>§

startY>7 startY<=5 divide by startY

endX>4
divide by endX

divide by endY

Figure 1. The Kd-tree Built by 17 Points

2.2. Case Retrieval Based on Nearest Neighbor Prin-
ciple

Kd-tree is mainly used to reduce the search sares
to improve the search efficiency. After buildingtrae,
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the next key issue is case retrieval. Here we hise¢ar-
est neighbor (NN) principl€® to find the most similar
case for each task. With the nearest-neighbor lsedgo-
rithm in kd-tree, we do not need to search all¢hses
one by one by eliminating some subtrees. For exampl
when a new task comes with the start state (8nd)tlae
goal state (4, 9), and the task will be represebyed kd-
tree point (8, 4, 4, 9). The search process is shiow
figure 2. Firstly, it searches in the right subtoé¢he root
as the startX = 8 which is greater than the disodtor 4
of the root; then on the second level, the lefttraeof
the next node is searched as startY(=4) is less tia
discriminator 5; at the third level, it searches lgft subt-
ree as its value of 4 for endX is less than therufisna-
tor 6. Finally, on the fourth level, it searcheg ttight
subtree as its endY = 9 which is greater than iberdi-
nator 8. This process ends until it attains a heafe, e.g.,
(6, 2, 5, 9) in Fig. 1. This leaf node is consideas the
most similar to the task (8, 4, 4, 9) and will besed and
adapted to complete the new task.

However, if we check more carefully, it is not difflt to
find that the found leaf node (6, 2, 5, 9) is rfe# most
similar case stored in the kd-tree. In fact, a baaking
process should be included after the leaf nodétiimed.
Firstly, we give a definition of case similarityngdly
based on Manhattan distance between two point@1 a
P2 noted as d(P1, P2). The leaf node in the kdviteeh
has the minimum distance to the given task P (x, k)
is considered as the most similar case. That isjsP*
found as the retrieved case when Mini d(Pi, P)R*dP)
and P* is a leaf node in the kd-tree.

Secondly, the nearest-neighbor algorithm is usegpidio
out the most similar case from the case base. Based
the computed similarities of the new task and toeed
cases in the kd-tree, one leaf node can be fiohigined
when the search loop goes to the bottom levelefrie.
This leaf node is not necessarily the most sinttase.
We should continue search the right case by bawitrg.
As shown in figure 2, the dotted lines with arroarg
used to describe the backtracking process. Thedlftaaf
node is (6, 2, 5, 9) which can be regarded as didate
of similar case. The following steps are:

(1) Set the current leaf node as the nearest neigidue,
and then calculate the Manhattan distance dO batwee
this node and the new task.

(2) A hypersphere H centered at the task (8, 8)4s
defined with radius dO.

(3) The parent node (6, 2, 5, 8) of the leaf nadesvi-
sited in such a way: If the hypersphere H intesagth
that induced by the parent node, we will searchlefte
subtree of the parent node. Otherwise, we will islate
the left subtree so as to enhance the efficiengeafch-
ing. Obviously, in the example showed in Fig 2, the
intersects with the hypersphere induced by therpare
node (6, 2, 5, 8). So we keep on searching theldfiree
of this parent node.

(4) Update the minimum distance and nearest neighbo
node. We will find that the Manhattan distance lestw
the task and the current candidate node (8, 3) 3s 7
smaller than dO, and then the minimum distancepis u
dated. The current node (8, 3, 3, 7) is set andaeest
neighbor node.

(5)The process continues until the root node iskbac
tracked. In the end, the most similar case in thelev
case base can be obtained, i.e., (8, 3, 3, 7)drekample.

startX<=4 4589
§.449

[

startX>4 divide by startX

8,449

startY>3

7564

startY<:‘5/

endk>3 endX<7

starty<=7 starty>7 divide by starfY

endX<=4

endX>0 endy<=4 endX>4

divide by endX

divide by endY

Figure 2. The Kd-tree for Casebase Access

Through the above case retrieval process, it caseba
that the kd-tree based on NN algorithm can guaeante
finding the most similar case as well as reducing t
search space effectively.

3. Multi-task Pathfinding Based on CBR
and Kd-tree

As we previously mentioned, case-based reasonisg ha
been incorporated in A* algorithm for multi-tasktipa
finding, which is called CBMT algorithm. Figure 3
shows the process. When a new task is coming, it no
longer uses A* to find a path from the scratch, dhécks

the cases in the memory firstly to decide whetbegd
along the previous stored paths or not. After thelari-

ty computation, if an enough similar case to the tesk

can be successfully retrieved from the case baseyill
make use of this retrieved path to complete the task.
Therefore, the searching time will be reduced ttime

of looking up the memory. With the increasing numbe
of stored paths(cases), the CBMT pathfinding atbori
can reduce the price of A* obviously. However, thare

still some issues to be addressed. Firstly, thesfned
paths are manually selected so as to ensure thaiaths

are representative (i.e., paths can cover the winalg).
The case selection method will not practical ingdar
maps. Secondly, since the cases are stored ih strile-
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ture, searching for the most similar path will talea lot

of time with increasing number of cases. This déteri-
orate the efficiency of CBMT algorithm.

To address these problems, we propose a new rasiki-t
pathfinding algorithm based on CBR and kd-treesthjy
we increase the number of pre-stored paths gederate
randomly in large maps to cover the whole map ashmu
as possible. Since the new task will also be ramgom
generated, if the cases cover larger region imthp, the
larger probability of the most similar cases canshe-
cessfully found. Besides, in order to improve thliy

of stored paths, the threshold is set as half efniap’s
edge length. Only when the length of the randonelg-g
erated path is greater than or equal to the thigsban it
be stored in the case base. Otherwise, we drapirex
generate a new path. After each CBR cycle, theessec
fully solved task will also be saved in the caseebfor
further use. With the continuous arrival of newkaghe
number of the cases stored in the case base isralso
creasing. Meanwhile, more comparisons are needed fo
similarity computation, which is a time-consuming
process. Therefore, secondly, we change the ofifiata
structure of the case base to the kd-tree strucfitiie
speed of searching similar case can be improveatigre
and then enhancing the efficiency of the algoritiaidi-
tionally, kd-tree also support dynamic case base, i
which the cases are stored incrementally.

> A 4
l = B
.
’
o
the most similar (Yes)
meet the threshold
I/.br \ *
o
L) =
s e Goal
- A = point

At

“Save it info™
. Case base

Figure 3. Flow Chart of the CBMT Pathfinding Algorithm

Figure 4 shows the new proposed pathfinding method.
Here we firstly define three notations: Vstart, dgand
pathi, where Vstart and Vgoal denote the start reoue
the destination node of the new task, respectivahd
pathi is the ith path stored in the memory. Thecpss
mainly consists of two phases: offline and onliwkjch

is described as follows.

Offline phase: building a case base and stores i kd-
tree.

Online phase: this phase starts when a new taslesom
which includes the following steps.

to retrieve
similar cases y

A 4

Return the
similar path

v

v

“Save it into Y L J

” “\Case base

Combine them into ) J
a connected path

Result of the new task

Figure 4. Flow Chart of the Improved Version of the
CBMT Pathfinding Algorithm

Using nearest neighbor search to query the mostasim
case to the given task in the kd-tree.

Determine whether the retrieved case can be reased
cording to the distance threshold.

Supposing pathi is one case stored in the kd-tresill

be considered reused and adapted to solve the asbw t
only when it is retrieved as the most similar casavell

as it meets the threshold condition.

Step 1 Calculate the Manhattan distance d1 between
Vstart and the start node of pathi and also caieulse
Manhattan distance d2 between Vgoal and the destina
tion node of pathi.

Step 2 Compare the summation of d1 and d2 andethe s
threshold. If the summation is greater than theshold,
we consider that even the most similar case foaritie
case base is not similar enough to solve the tasthis
case, A* will be still used for the pathfinding kath-
erwise, we will reuse the selected pathi.

(3) Reuse and adapt the retrieved case.

Step 1. Use A* to search for a path from Vstarthe
start point of pathi.

Step 2. Use A* to search for the other path frono&ldo

the goal point of pathi.

Step 3. Combine the found two paths together wéitip

to form a complete conncected path from the Vdtart
Vgoal. In other words, the new task is solved by mo-
posed method.

Obviously, we only run A* in two small segmentshet
than the whole path. The main part of the pattrersegat-

ed by reading from the cache rather than seardhiny.
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Therefore, our method can avoid the deficiency bhj

using the cases stored in the case base as aekdAtith

the increasing number of the stored paths, theladblai
information will be accumulated quickly and facle

the fast problem-solving. This method supports dyica
and incremental data storage and fast NN searciiimg.
experimental results will demonstrate its poterd@an-
tage in the reduction of the searching complexity.

4. Experimental Results

Our experiment is carried out in a map of 3000 pix-
els. At the beginning, we store 200 randomly geeeéra
paths as the case in advance. In order to guardmeee
quality of the generated paths, we require thetleng
larger than the half of the map’s edge lengthhdflength
of the path generated randomly is greater thamoaleo
the threshold, we save it to the case base. Otberwie
drop it and regenerate a new path. In addition take
account of the length of the new task. If the langftthe
new task is too short, there is no need to implémen
search process in this proposed method. A* algorith
can meet the demand of the task with low price.

We test our improved version of CBMT pathfinding al
gorithm by 100 new tasks. As we can see from Fi§ure

the average number of the expanded nodes of CBMT

pathfinding algorithm is 17482, however, the averag
number of the expanded nodes of the improved versio
of CBMT pathfinding algorithm is 8206. The average
searching time of CBMT pathfinding algorithm is &.6
millisecond, and that of the improved version ofNCB
pathfinding algorithm is 2.96 millisecond. This ssthe
improved version of CBMT pathfinding algorithm is
more efficient with a less space cost. In otherdyjasing
the storage structure of kd-tree, the time of sirty
computation has been reduced obviously. Therefbee,

speed of searching the similar case can be improved

greatly, and then enhancing the efficiency of tlgpa
rithm.

—+—CBET Pathfinding algorithm (200}
—8—The improved version of CBHT pathfinding algoritha (200}

20000 T
18000
16000
14000
12000
10000
8000
6000
4000
2000

o

Rumber of New
tasks

Average nusber of
expanded nodes

Average time of
searching (ms)

Number of
~—. New tasks

Average number of
expanded nodes

Average time of
searching (ms)

CBMT Pathfinding

Sl Bl 100 17482 4.68

The improved version
of CBMT pathfinding
algorithm (200)

100 8206 2.96

Figure 5. Comparisons of the Improved Algorithm wih the
CBMT Pathfinding Algorithm

5. Conclusions and Future Work

In this paper, case-based reasoning and kd-treasaa
in multi-task pathfinding, which can reduce thersba
space effectively. With the increasing number o th
stored paths (cases), most parts of the new taslo is
longer to complete by A*, but by reusing the prerst
cases. Therefore, the proposed method can getathe p
more easily and quickly. However, with the incregsi
number of the cases, the space complexity will wtil
crease quickly. In the future work, we will furthim
the kd-tree so as to make sure all the cases icabe
base are representative.
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