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Abstract: In order to improve the ability of imbalanced data fragment classification and recognition in large
database, and realize the optimization retrieval of large database, an imbalanced data fragment classification
and recognition algorithm is proposed based on fuzzy feature clustering. Fuzzy adaptive spectral feature ex-
traction method is used to extract the feature of imbalanced data fragment information in large database, and
big data mining is carried out in combination with fuzzy directivity clustering method. The association rule
scheduling method is used for the balanced scheduling of imbalanced data in large databases, vector quantiza-
tion coding is carried out for the fragments of imbalanced data, and the feature extraction and information re-
trieval are carried out according to the quantization coding results. A fuzzy C-means clustering algorithm is
used to classify and recognize the fragments of imbalanced data in large database. The simulation results
show that the algorithm has high accuracy and low misclassification rate, and the ability of accessing and re-
trieving large databases is improved.
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1. Introduction
In the large digital multimedia information database, a
large amount of information, such as sound, text and im-
balanced data fragments are stored in large multimedia
databases through cloud storage architecture, in order to
improve the retrieval ability of multimedia information
databases. It is necessary to make accurate data mining
and classification of imbalanced data fragments in large
database. With the development of processing technolo-
gy for imbalanced data fragment in large digital database,
the methods for quantization coding and feature extrac-
tion of imbalanced data fragment in large database are
used to compress and classify imbalanced data fragments,
so as to improve the ability to process and classify imba-
lanced data fragment information in large database. In
large multimedia database, imbalanced data fragment
retrieval and classification are needed. Computer vision
reconstruction and modeling of imbalanced data frag-
ment features in large database, accurate accessing to
multimedia database information features and analysis of
imbalanced data fragments are realized [1].
The key to classify imbalanced data fragments in large
database lies in the accurate mining and feature extrac-
tion of the key feature points in the imbalanced data
fragments. Combined with the segmentation of large
database imbalanced data fragments and the corner de-
tection algorithm of large database imbalanced data

fragments, data mining technology is used to realize the
classification and retrieval of large database imbalanced
data fragments. In the traditional methods, the classifica-
tion methods of large database imbalanced data frag-
ments are mainly based on fuzzy C-means clustering
method, K-means clustering method and BP neural net-
work classification method, etc. [2, 3]. By extracting fea-
ture points and analyzing information from imbalanced
data fragments in large database, the method achieves
accurate classification of objects, and good classification
effect, but it has a large computational overhead. The
real-time performance of the fragmentation feature clas-
sification in network multimedia database is not good [4].
In order to solve the above problems, this paper proposes
a classification and recognition algorithm for imbalanced
data fragment in large database based on fuzzy feature
clustering, which encodes imbalanced data fragments by
vector quantization. The feature extraction and informa-
tion retrieval are carried out according to the quantization
coding results, and the fuzzy C-means clustering algo-
rithm is used to realize the classification and recognition
of imbalanced data fragments. Finally, the simulation
results show that the proposed method can improve the
classification and recognition ability of imbalanced data
fragments in large database.

2. Imbalanced Data Mining and Preprocess-
ing of Large Database
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In the imbalanced data mining and preprocessing of large
database, the feature extraction method based on fuzzy
adaptive spectral is used to extract the feature of frag-
ment information of imbalanced data in large database,
and big data mining is carried out by combining fuzzy
directivity clustering method [5]. The mean square error

( )jx s of each pixel point in the imbalanced data fragment
vector quantization coding is obtained. The directivity
clustering center of the imbalanced data fragment infor-
mation in large database is expressed as:
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Where, js represents the similarity of imbalanced data

fragments in js . The hierarchical matching quantization
coding model is established and the feature information
output from the vector information fusion center is ob-
tained as follows:
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Where, 1 2( , )FA k k and 1 2( , )GA k k are mutual bit correla-
tion functions of imbalanced data fragments in large da-
tabase. Thus, the regional distribution functions for re-
trieval of imbalanced data fragments in multimedia data-
base are obtained as follows:

1 2( , ) ( ) ( ( ))cvE c c Length C Area inside C= ⋅ + ⋅ +
2 2

1 1 2 2( ) ( )inside C outside C
I c dxdy I c dxdy− + −∫ ∫  (4)

Wherein, 1c and 2c  represent the characteristic coeffi-
cients of the feature distribution of big data, and

( )Length C represents the normalized length of the
matched window. ( ( ))Area inside C represents the contour
reference point and the gradient modulus of the imba-
lanced data fragments in the large database. 1 and 2

denote the correction weight coefficient of the imba-
lanced data fragment vector quantization coding in the
large database, all the constant of greater than 0. After
the above processing, the data fragment vector quantiza-
tion coding for imbalanced data fragment in large data-
base is realized, which provides the data feature input
basis for the classification and information fusion of im-
balanced data fragment in large database.
The scale values of the edge contour line segment of the
imbalanced data fragment in large database are obtained
as follows:
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The median filter is used to detect the correlation feature
of big data, initialize the correlation feature matching
filter, define K=0, and solve the variable component for
the middle point of the t frame of imbalanced data frag-
ment. Data mining method is used to filter corner points
of imbalanced data fragments in large database, the
matching function of feature points is obtained as follows:

( | 1) ( 1| 1)s k k s k k− = ⋅ − −  (7)
The feature space characteristic locus of imbalanced data
fragment in large database ( ),x y is obtained by quanti-
zation fusion of imbalanced data fragment in large data-
base. Because [ ]( ) ( ), ( ), ( )s k k x k y k= ∆ ∆ , based on the
feature matching of imbalanced data fragment output
data in large database, the iterative process of large data-
base imbalanced data fragment quantization fusion is
described as follows:
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Where, ( )cI y is the correlation eigenvalue of the frag-
ment corner of imbalanced data, A is the amplitude and

( )xΩ is the neighborhood space of the imbalanced data
fragment in large database. The feature points extracted
from large database are used as data input to classify and
process the fragments of imbalanced data in large data-
base by quantization and fusion feature point data mining.

3. Data Classification and Recognition Algo-
rithm Optimization
The data mining of feature points is taken, the improved
design of classification algorithm for imbalanced data
fragment in large database is carried out, and the fuzzy
C-means clustering algorithm is used to classify and re-
trieve the imbalanced data fragment feature. Assuming
that the time series of feature point data is ( )x t ,

0,1, , 1t n= ⋅⋅ ⋅ − , the initial window of fuzzy C-means
clustering is defined as:

1 2[ , , , ] mN
Nu u u u R= ∈L (10)

The maximum gradient difference pixels are obtained
when searching matching points for the reference points
of fragment classification feature points in large database
imbalanced data:
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Where, m and n are the maximum series of windows and
the width of the time window. The beam directivity in-
formation of the classification feature points of imba-
lanced data fragments in large database is extracted [6].
According to the sub-pixel offset information of imba-
lanced data fragments to be matched, the weighted vector
of output is obtained:

0 1 1( ) ( ( ), ( ), , ( ))T
kx t x t x t x t−= ⋅⋅⋅ (12)

A 1 N window is used to search the clustering center of
the large database imbalanced data fragment classifica-
tion. The space distance of the weighted vector j is
calculated, which is expressed as:
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Taking the extracted feature points as the data input, the
LGB vector quantization coding is used to divide the
cluster center of the imbalanced data fragments in large
database, and the maxl level matching window is ex-
pressed as:

{ 1, 2, , , 1,2, , }ikU i c k n= = =L L  (14)
The priori knowledge filtering model between two
matching windows is calculated. The initial state of im-
balanced data fragment retrieval is (0) (0)i ix x= . By
fuzzy C-means clustering, the objective function of imba-
lanced data fragment optimization classification is ob-
tained:
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According to the feature points extracted from the imba-
lanced data mining model in the database, the measure
distance 22( )ik k id x V= − of the fragment data sample

iV is obtained when the clustering center satisfies:
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At this point, in multimedia database, the maximum val-
ue of search objective function is:
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With the design of the above algorithms, the extracted
feature points are taken as the data input, and the fuzzy
C-means clustering algorithm is used to realize the data
mining and the imbalanced data fragment classification.

4. Simulation Experiment and Result Analy-
sis
In order to test the application performance of the pro-
posed algorithm in the classification and recognition of
imbalanced data fragments in large database, the simula-
tion experiment is carried out. The simulation experiment
is based on the Matlab 2010 programming platform, and
the imbalanced data fragment in the large database is to
be classified. The initial resolution of the chip is 520
308, the width of the sliding window normalization time
is 1.4 s, and the scale of the characteristic decomposition
of the fragment data is ( )n (1, 2, ,n)=0.345. According
to the above simulation environment and parameter set-
ting, the classification and simulation analysis of imba-
lanced data fragments in large database are carried out.
The results of 2D and 3D feature mining of imbalanced
data fragments are shown in figure 1.
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Figure 1. Mining results of 2D and 3D features of
imbalanced data fragments in large databases

The data mining result of figure 1 are taken as the train-
ing set, the imbalanced data fragment classification in
large database is carried out, and the classification result
is shown in figure 2.
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Figure 2. Data classification and recognition results

Figure 2 shows that the proposed method has better fea-
ture clustering and higher classification accuracy. The
error rate of different classification methods for big data
classification is tested, and the comparison results are
shown in figure 3.
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Figure 3. Shows that the classification error rate of this
method is low, indicating that the classification and

recognition of data fragments is more accurate

5. Conclusions

In this paper, a recognition algorithm for imbalanced data
fragment in large database based on fuzzy feature cluster-
ing is proposed. Fuzzy adaptive spectral feature extrac-
tion method is used to extract feature of imbalanced data
fragment information in large database. Combining fuzzy
directivity clustering method, big data mining is carried
out, and association rule scheduling method is used for
large database. Imbalanced data in large database is made
balanced scheduling, and vector quantization coding for
imbalanced data fragments in large data base is carried
out. Based on quantization coding results, feature extrac-
tion and information retrieval is made, and fuzzy C-
means clustering algorithm are used to implement the
algorithm. The simulation results show that the algorithm
has high accuracy and low misclassification rate, and the
ability of accessing and retrieving large databases is im-
proved. It has good application value in database man-
agement.
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