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Abstract: With the explosive growth of services and items on the internet, recommender systems have been 
widely used to recommend personalized items to users. Collaborative filtering (CF) is one of the most suc-
cessful recommendation techniques used in recommender systems. Similarity computation is the critical step, 
which will significantly affect the predictive accuracy of CF. Traditional similarity measures, such as Pear-
son’s correlation coefficient (PCC) and cosine similarity (COS), have inherent limitations on accuracy. And 
there are still many problems in the improved measures proposed recently in some papers. To address these 
problems, we fully consider different situations that may be encountered in the process of recommendation 
and propose a novel similarity measure. Based on the proposed similarity measure, we propose a new colla-
borative filtering algorithm to improve the accuracy of recommendation and meanwhile enhance the robust-
ness of recommender systems. The results of experiments conducted on three real datasets prove that our CF 
algorithm achieves excellent performances. 
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1. Introduction 
The emergence of the e-commerce made many users 
enter the Internet where enormous amount of resources 
are provided for items they demanded. However, with the 
rapid development of computer and information technol-
ogies, the amount of data is increasing dramatically. It 
becomes difficult, time-consuming and ineffective for 
users to gain valuable information on the Internet. Thus, 
recommender systems emerged as tools to help users 
tackle the enormous amount of information they are con-
fronted with Recommender systems do not require users 
to express their demands clearly, but predict their de-
mands by analyzing their historical behaviors and then 
recommend personalized items to them[20]. In the big 
data era, recommender systems have become an effective 
solution to alleviate the “information overload” problem. 
Nowadays, recommender systems have been applied to 
recommend a variety of online items, such as online vid-
eos, online shopping, online services and online social 
networks. Recommendation techniques mainly include 
content-based recommendation, collaborative filtering 
(CF) recommendation and hybrid recommendation[19], 
in which CF techniques are more frequently adopted and 
often result in better predictive accuracy [10-11]. Differ-
ing from the content-based recommendation [21-22], CF 
doesn’t consider the content of items or extract the fea-
tures of content. Instead, it focuses on user ratings in the 

user-item matrix and intends to find the similarity be-
tween users or items. 
CF mainly includes user-based CF[6] and item-based CF 
[4-5]. The idea of user-based CF is that users with similar 
historical ratings might have similar interest, so we can 
predict the missing ratings of a target user on a specific 
item according to the ratings of similar users on the given 
item. Thus, user-based CF calculates similarities between 
users to find the most similar ones as a neighborhood and 
recommends items based on the ratings of the neighbor-
hood. Similar to user-based CF recommendation algo-
rithm, item-based CF calculates the similarity between 
items and generates a neighborhood of a target item, and 
then predicts missing ratings based on the ratings of the 
neighborhood.  
Similarity computation is a critical step of CF, which is 
usually conducted on a user-item matrix where each row 
represents the row rating vector of a specific user on all 
items and each column represents the column rating vec-
tor of a specific item given by all users. There are two 
similarity computation measures widely implemented in 
CF recommender systems: Pearson’s correlation coeffi-
cient (PCC) [3-9] and cosine similarity (COS)[4]. These 
two traditional measures have some inherent limitations 
which result in their relatively low predictive accuracy. 
Many new measures have been proposed to improve the 
accuracy of similarity computation recently in some pa-
pers. But there are still various problems in those meas-
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ures. The main contributions of this paper can be summa-
rized as follows: 
We propose a new similarity measure named RD similar-
ity measure to calculate the similarity between users or 
items, which can achieve better similarity computation 
performances than other famous measures. 
Based on the proposed RD similarity measure, we pro-
pose a new collaborative filtering algorithm (RDCF) with 
improved predictive accuracy and enhanced robustness, 
which can be applied to recommend various items to 
users in recommender systems. 
We conduct a series of experiments based on three real 
datasets. According to comparisons with traditional 
measures and one of state-of-the-art measures, RDCF 
achieves better predictive performances. 
The rest of this paper is organized as follows: Section 2 
introduces related work. Section 3 presents our RD simi-
larity measure. Section 4 presents our RDCF algorithm. 
Section 5 shows the experiments and Section 6 concludes 
the paper. 

2. Related Work 
CF algorithms are widely used in recommender systems. 
According to[3], CF algorithms can be grouped into two 
classes: memory-based CF and model-based CF. Memo-
ry-based CF approaches are usually classified into user-
based approaches[6], item-based approaches [4-5] and 
combined approaches [12-13]. 
Similarity computation is the core step of CF. There are 
two similarity measures commonly adopted in CF re-
commender systems: Pearson’s correlation coefficient 
(PCC)[3,9] and cosine similarity (COS)[4]. Because of 
the inherent problems of PCC and COS, researchers have 
proposed many improved similarity measures[14-16]. 
Mykhaylo et al.[7] claimed that COS and PCC gave in-
correct predictive results, and pointed out that the inverse 
Euclidean distance was more suitable for calculating the 
similarity between rating vectors. Ma et al.[8] improved 
the PCC by adding a parameter to overcome the problem 
that the accuracy may be reduced. 
Sun et al.[2] analyzed the drawbacks of PCC and 
COS .They hold that PCC cannot properly tackle the 
different rating styles between users, and that  COS only 
considers the angle of two vectors but neglects their 
lengths. They proposed a Normal Recovery (NR) meas-
ure. They first normalized each row of the original user-
item matrix by the lowest and the highest values of the 
same row, so that each row has a value range of [1], then 
they mapped the original user-item matrix into row-
normal user-item matrix. X. Wu et al[1] analyzed the 
performance of NR and found that it had some problems 
as well. To obtain better results, they proposed another 
measure named ratio-based (RA) similarity measure. 
They regarded the ratio of two rating values of a specific 
item given by two users as the two users’ consistency on 

this item, i.e., the single similarity, then they summed up 
all the single similarities together and get the average to 
be the final similarity between the two users. This simi-
larity measure has been proved to have excellent predic-
tive accuracy by their experiments. The authors believed 
it could overcome the limitations of PCC and COS. 
However, RA similarity measure is not without any prob-
lems. The RA cannot solve the same problem as PCC 
since it also neglects the different rating styles of users. 

3. RD Similarity Measures 
To overcome these extant shortcomings, we propose a 
new similarity measure named rating distance-based (RD) 
similarity measure in this paper. 
Firstly, we take rating styles of users into consideration 
and define a formula named ratio of user rating standard 
deviation (RSD): 

max( ( ), ( ))( , )
min( ( ), ( ))

=
std u std vRSD u v
std u std v

                  (1)    

where  std( )u  stands for the standard deviation of rating 
vector of user u . 
In this formula, we take the standard deviation of user 
rating vector as an index to measure user rating diversi-
ties. Generally, smaller standard deviations means that 
the rating values of users are less reflective of their inter-
est on the items they rated. Thus, this formula can be 
used to measure the degree of rating diversity difference 
between two users.  
Usually, if two users give similar rating values on a spe-
cific item, we can infer that they have similar interest in 
this item relatively. Here we define the following formula 
to measure the degree of user rating difference on a sin-
gle item, named single distance (SD): 

, ,

max min

| |( , , ) −

=
−

u i v ir rSD u v i
r r

                           (2) 

where ,u ir  denotes the value of item i  rated by user u ; 
maxr  and minr  denote the highest and lowest values in the 

user-item matrix respectively. In most cases, maxr  and 
minr  are exactly the highest and lowest values in the rat-

ing scale respectively. Take MovieLens-100K dataset as 
an example, whose rating values are in the interval of 
[1,5]. In this situation, maxr  equals to 5 and minr  equals to 
1. The calculation results of this formula are in the inter-
val of [0,1], and a lower value reflects higher single simi-
larity of user u  and v  on item i . 
To get the single similarity of two users on a specific 
item, we need to know the difference of their interest in 
this item, which cannot be obtained by directly calculat-
ing the difference of rating values. Thus, we define a new 
distance computation standard combining RSD and SD 
to calculate user interest distance on a specific item, 
named composite distance standard (CDS): 

( , , ) ( , ) * ( , , )=CDS u v i RSD u v SD u v i                (3) 
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Then the formula to calculate the single similarity of user 
u and v on item i  is defined as: 

( , , ) 1 ( , , )= −SS u v i CDS u v i                   (4) 
The average of all the single similarities concerning both 
users u  and v  is exactly the similarity between the two 
users. So the new similarity measure RD is finally de-
fined as the following formula: 

, ,

max min

, ,

ma

( , , ) (1 ( , )* ( , , ))
( , )

| | | |
max( ( ), ( )) | |(1 )(1 ( , , ))
min( ( ), ( ))

| |
| |

max( ( ), ( ))1
min( ( ), ( ))

∈ ∈
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∈
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Sim u v

I I
std u std v r rCDS u v i
std u std v r r

II
r r

std u std v r
std u std v

x min−r
I

   (5) 

where = IU VI I I  denotes the set of items rated by both 
users u  and v ; I  denotes the number of I ; ,ru i  denotes 
the rating value of item i  rated by user u ; maxr  and minr  
denote the highest and the lowest values in the user-item 
matrix, respectively; ( )std u  denotes the standard devia-
tion of the rating vector of user u .  
Especially, the situation when  users gives the same rat-
ing values for all the items they have rated makes 
min( ( ), ( ))std u std v  equal to 0, which will make formula 
(5) fail to work. In this case, we can just ignore these 
abnormal users and regard the similarity computation 
result to be zero because their ratings cannot reflect their 
interest at all. When user u gives very similar rating val-
ues for all the items he or she has rated, the value of 

( )std u  will be very low so that the similarity computa-
tion result may be a negative value. In this situation, 
these two users can be considered to be extremely dissi-
milar and the result is set to be zero. Thus, we optimize 
our RD similarity measure as follows: 

, ,

max min

, ,

max min

( ) 0 ( ) 0
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std u std v I

or

sim u v       (6) 

The results of this optimized formula are in the interval 
of [0,1], where 1 indicates the users are the same while 0 
indicates they are not similar at all. And a higher result 
represents a higher similarity.  When calculating the si-
milarity between two items, we don’t consider the differ-
ence of user rating styles. Thus, the formula of RD to 
measure the similarity between two items i  and j  can 
be expressed as follows: 

, ,

max min

| |

( , ) 1 ∈

−
∑

−
= −

u i u j

u U

r r
r r

Sim i j
U

                      (7) 

where i= ∩ jU U U  is the set of the users who rated both 
items i  and j ; U  is the number of U . The similarity 
values calculated by (7) are in the interval of [0,1], and a 
higher value represents a higher similarity. 

4. RDCF 
Based on our RD similarity measure, we propose an im-
proved user-based collaborative filtering algorithm, 
named RDCF. We first generate a M*1 vector S, where 
the kth element is the standard deviation of all the rating 
values given by user k. Then S is normalized by the low-
est and the highest values of S, so that the values of all 
the elements are in the interval of [0,1]. After that the 
original standard deviation vector S is mapped into nor-
malized standard deviation vector Sn. And finally we 
obtain the normalized standard deviation of user u  by 
formula (8): 

min

max min

( )( ) −
=

−
n

std u stdS u
std std

                       (8) 

Where stdmax and stdmin denote the maximum and mini-
mum values in S, respectively. To predict the missing 
rating values, we defined our RDCF as follows: 

n

n

S (u) [0, )

, ,
S (u) [ ,1]

( , )
,

 ,  
ˆ

′
∈

∈

′
∈

′ ×


= 


∑
u U

i

u i u iSim u u

U

r
r r

λ

λ
              (9) 

where ir  denote the average rating value of item i  given 
by all users. ( , )′Sim u u  is calculated by RD similarity 
measure showed in formula (6).  
λ  is a parameter which we call similarity confidence 
threshold. The value of λ  should be set in the interval of 
[0,1] and usually close to 0. The function of λ  is to dis-
tinguish users with similar ratings from normal users. For 
users with similar ratings, it is unreasonable to recom-
mend items based on the ratings of neighborhood. We 
recommend items based on their popularity which is cal-
culated by ir .The criteria for judging which users are 
abnormal are different for different datasets. So the prop-
er value of λ  depends on the characteristics of datasets. 
By setting an appropriate value for λ ,  RDCF can alle-
viate the interference of users with abnormal or malicious 
rating values. That will improve the predictive accuracy 
and enhance the robustness of recommender systems.  

5. Experiments and Evaluations 
In this section, we perform a series of experiments based 
on three real datasets to evaluate the performances of our 
RDCF and all the experimental results are obtained based 
on user-based CF. 
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5.1.  Experimental datasets 

Our experiments are conducted on three real datasets, 
ML-100K ，ML-1M[23] and Film Trust[24], whose 
statistics are shown in Table 1. The density of Film Trust 
is 1.14 percent. Most users have rated less than 20 items 
and many of them have even rated less than 5 items, 

which means that the user-item matrix generated by us-
ing the data in Film Trust is very sparse. This dataset can 
help to validate the effectiveness of our algorithm in con-
dition of data sparsity. 

 
Table 1. Statistics of three dataset 

Dataset Users Items Ratings Density Rating Scale 

ML-100K 943 1682 100000 6.30% [1,5] 

ML-1M 6040 3706 1000209 4.47% [1,5] 

FilmTrust 1508 2071 35497 1.14% [0.5,4] 

 

5.2. Experimental setup 

We use mean absolute error (MAE) to evaluate the pre-
dictive accuracy in our experiments. The MAE is the 
average absolute deviation of predictive values to actual 
values, which is defined as follow: 

, .,
−

=
∑ i ii

r r
MAE

N
µ µµ                         (10) 

To perform a full evaluation and obtain more reliable 
results, five-fold cross validation is used in the experi-
ments. Each dataset is evenly separated into five parts, in 
which four parts (80 percent of the dataset) are used as 
training set and one part (20 percent of the dataset) is 
used as test set. 

5.3. Experimental results and analysis 

5.3.1. Impact of neighborhood size 

The number of neighbors plays an important role in our 
RDCF algorithm, which determines how many similar 

users are employed to predict missing values. This expe-
riment is set to explore the impact of neighborhood sizes 
on predictive accuracy, where neighborhood sizes range 
from 5 to 100 in increments of 5. As shown in Figure 1, 
MAE values begin to decline with the increase of K, and 
reach the bottom before they are going to rise. The pre-
dictive accuracy is not ideal if K is very small, which is 
likely to be caused by the similarity computation error. 
When using very few nearest neighbors, a single similari-
ty computation mistake can cause great errors in predic-
tive accuracy. Consider a special example where only 
one neighbor who has the highest similarity to the target 
user is involved in the prediction, if the similarity is mis-
calculated and they are actually not similar, we will ob-
tain a completely wrong predictive result. The predictive 
results is not ideal as well if K is very big, which can be 
explained by the fact that the users ranking low in simi-
larity among the large neighborhood is not actually simi-
lar to the target user. 

M
A

E

 
Figure 1. Impact of neighborhood size K 
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5.3.2. Impact of λ  

We set this experiment to explore the impact of similarity 
confidence threshold λ  on predictive accuracy, where λ  
ranges from 0 to 0.3 in increments of 0.02. The experi-
mental results showed in Figure 2. demonstrate that when 

λ  is set to a specific value close to 0, RDCF achieves the 
best accuracy. And the optimum λ  for Film Trust, ML-
1M and ML-100K is 0.08, 0.06 and 0 respectively. When 
λ  increases to a certain extent, the accuracy of RDCF 
will decline continuously with the increase of λ . 

 
M

A
E

λ
 

Figure 2. Impact of λ , on datasets Film Trust (a)

λ
 

Figure 2. Impact of λ , ML-1M(b) 
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λ
 

Figure 2. Impact of λ , ML-100K(c) 

5.3.3. Performance comparisons of different meas-
ures 

To show the effectiveness of our RDCF algorithm, we 
conduct this experiment to compare it with other three 
algorithms. The famous similarity measures selected by 
us for comparison are PCC, COS and RA. We use these 
three similarity measures combined with formula (14) to 
establish the corresponding CF algorithms. In RDCF 
algorithm, we employ λ =0.08, 0.06 and 0 for Film Trust, 
ML-1M and ML-100K respectively. 
Compare MAE of the four algorithms in different neigh-
borhood sizes 

The purpose of this experiment is to compare MAE val-
ues of the four measures by varying neighborhood sizes 
from 5 to 50 with increments of 5. Experiment results 
shown in Figure 3. demonstrate that RDCF consistently 
achieves smaller MAE despite the change in neighbor-
hood size K for all the three datasets. Compared with 
traditional measures COS and PCC, MAE of RDCF is 
much smaller, indicating that RDCF achieves better pre-
diction accuracy to a large degree than those traditional 
measures. Also, prediction accuracy of RDCF is higher 
compared with RACF. Experimental results based on 
different datasets proved that RDCF can achieve better 
performances both in different data sizes and in condition 
of data sparsity. 

 

M
A

E

 

 Figure 3. MAE comparison in different neighborhood sizes, on datasets Film Trust (a) 
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Figure 3. MAE comparison in different neighborhood sizes, ML-1M(b) 
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Figure 3. MAE comparison in different neighborhood sizes, ML-100K(c) 

Compare MAE of the four algorithms with optimum pa-
rameters 
Figure 4. show the MAE of the four algorithms with op-
timum neighborhood size K and similarity confidence 
threshold λ . For example in dataset ML-100K, we em-
ploy K=20, 20, 30 and 45 for RDCF, RACF, PCC, COS 
respectively, because those algorithms achieve their best 

performances when employing the corresponding K val-
ues. As shown in Fig.4, the best performance of RDCF 
outperforms that of other three algorithms. Especially, 
PCC is not suitable for predicting the missing values for 
dataset Film Trust because it will obtain much higher 
MAE than other three algorithms. In contrast, RDCF 
achieves much better predictive accuracy for Film Trust, 
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which reveals the superiority of RDCF in addressing data sparsity. 
 

 
Figure 4. MAE comparison with optimum parameters 

6. Conclusion 
Similarity computation is a critical step in collaborative 
filtering recommender systems. In this paper, we propose 
a rating distance based (RD) similarity measure com-
bined with statistical theories and a novel distance com-
putation standard to address the thorny problems other 
measures cannot address properly. Based on RD similari-
ty measure, we propose an improved collaborative filter-
ing algorithm named RDCF. RDCF algorithm has en-
hanced robustness, which can alleviate the interference of 
users with abnormal or malicious ratings. We conduct a 
series of experiments based on three real datasets. Ac-
cording to comparisons with traditional measures and 
one of the most advanced measures, RDCF can calculate 
similarity more accurately and often achieves better pre-
dictive performances. 
We plan to consider other statistical methods to perfect 
our algorithm in the future work. Furthermore, we intend 
to systematize our RDCF algorithm by utilizing the latest 
technology of machine learning and apply it to other ap-
plication domains. 
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