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Abstract: The control and management of plenty of traditional home furnishing take a long time. For achiev-
ing the remote control and uniform management of home equipment, according to the characteristics of com-
plex network, intelligence home furnishing data mining should be systematically studied. Therefore, a intelli-
gence home furnishing data mining method based on K-means clustering of genetic algorithm is proposed. 
The method is utilized to collect data from cloud platform, and extract features combined with the collected 
data. Then, K-means clustering method of genetic algorithm method is adopted to cluster extracted intelli-
gence home furnishing data to complete the research on the data mining algorithm of cloud platform. Experi-
mental results show that this method can effectively reduce the time of data processing. 
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1. Introduction 
With the rapid development of Internet, intelligence 
home furnishing data network has become an integral 
part of people's life [1]. How to dig out the valuable in-
formation from complex intelligence home furnishing 
data has become a new challenge. In order to promote the 
development of the company, it is necessary to dig out 
useful  intelligence home furnishing data from the intelli-
gence home furnishing data set, otherwise, massive intel-
ligence home furnishing data becomes the burden of the 
company [2-3]. Faced with the challenges of rich intelli-
gence home furnishing data and lack of knowledge, it is 
urgent to use intelligence home furnishing data analysis 
tools to mine useful knowledge, relationships and rules 
from massive intelligence home furnishing data sets, thus 
bringing greater value for development [4]. Intelligence 
home furnishing data mining technology is of great signi-
ficance to the development of all walks of life. Intelli-
gence home furnishing data mining refers to acquisition 
of interesting knowledge from intelligence home furnish-
ing data, which is effective, novel and potentially useful, 
and demonstration for users through an understanding 
model [5-6]. Intelligence home furnishing data mining 
technology is not only including retrieval faced to some 
specific intelligence home furnishing databases, but also 
intelligence home furnishing data statistics, analysis and 
reasoning, and offering the solution for solving the exist-
ing problems [7-8]. intelligence home furnishing data min-
ing algorithms mainly include classification, clustering, 
association rules and prediction, etc. [9]. Classification 
refers to extraction a model from a intelligence home 
furnishing data set, and the model is used to partition 
intelligence home furnishing data into different types [10]. 
Clustering refers to the division of intelligence home 

furnishing data based on the similarity of intelligence 
home furnishing data in the case of unclear classification 
[11-12]. 
A network intelligence home furnishing data mining al-
gorithm based on association principle is commonly used 
[13]. The experimental results show that the network intel-
ligence home furnishing data mining algorithm based on 
association principle can effectively improve the accura-
cy of intelligence home furnishing data mining and re-
duce memory usage, but there is a problem of slow run-
ning speed. Hu et al. put forward a method of intelligence 
home furnishing data mining research based on intelli-
gence home furnishing data density increment space in 
the network [14]. This method carries on the analysis to 
the intelligence home furnishing data density in the net-
work, and has high accuracy of intelligence home fur-
nishing data mining, but intelligence home furnishing 
data processing takes a lot of time. Besides, a intelligence 
home furnishing data mining method based on improved 
ant colony algorithm is described [15]. The ant colony 
algorithm development process as well as the research 
situation are described in the paper, and analysis of the 
parameters of ant colony algorithm is helpful to the anal-
ysis of experimental results, and improves the accuracy 
of intelligence home furnishing data mining. But this 
method is unable to deal with individual intelligence 
home furnishing data. 
To solve the above problems, a intelligence home fur-
nishing data mining method based on K-means clustering 
of genetic algorithm is proposed. Experimental results 
show that the proposed method can effectively improve 
the accuracy of intelligence home furnishing data mining 
and reduce the time for intelligence home furnishing data 
processing. 
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2. Intelligence Home Furnishing Data Min-
ing Based on Cloud Platform 
The intelligence home furnishing data of cloud platform 
is collected using the method of movable node, and the 
collected intelligence home furnishing data is employed 
to extract features via kernel principal component analy-
sis method. Afterwards, extracted features are clustered 
with K-means clustering method of genetic algorithm. 
The intelligence home furnishing data clustering results 
completes the research of the intelligence home furnish-
ing data mining algorithm for cloud platform. The con-
crete steps are as follows: 

2.1. Intelligence Home Furnishing Data Acquisition 
based on Movable Nodes 

The operation range of movable node can be regarded as 
a disk and the intelligence home furnishing data acquisi-
tion node is the center. The first task is to find the coor-
dinate set, and the following conditions need to be ful-
filled: 
 (1) The number of intelligence home furnishing data 
coordinates is as small as possible; 
 (2) The disk which has radius r  covers the area. 
When intelligence home furnishing data disks are ar-
ranged, in order to avoid intelligence home furnishing 
data gaps, the adjacent intelligence home furnishing data 
need to be overlapped. In order to reduce the number of 
intelligence home furnishing data disks, the smaller the 
overlap of the intelligence home furnishing data disks is 
better. The theorem can be used to illustrate. 
Theorem 1 when overlapping intelligence home furnish-
ing data disks form triangles, the area of overlap is mini-
mum. 
Proof: assume that overlap areas of intelligence home 
furnishing data disks are , ,AB AC BCS S S , and the overlap 
area S  is: 

( ) ( ) ( )2 2 21 1 1sin sin sin
2 2 2

AB AC BCS S S S

r r rα α γ γ β β

= + +

= − + − + −  (1)
 

In equation (1), α  represents the length of the intelli-
gence home furnishing data disk, γ  represents the height 
of the intelligence home furnishing data disk, and β  
represents the width of the intelligence home furnishing 
data disk. 
Since the intelligence home furnishing data disks overlap 
to form polygons, thus: 

( ) ( ) ( )2 2 4zα π α β π β γ π γ π+ − + + − + + − =     (2) 
It can be concluded that: 

A β γ π+ + =                                 (3) 
 
The intelligence home furnishing data extreme value of 
formula (1) while satisfying the formula (2) need to be 

obtained. According to the multiplier method, the mini-
mum value of S  can be found when / 3α β γ π= = = . 
At this point, 3 data disks form the equilateral triangle of 
data, and the length is 3r . 
The position of intelligence home furnishing data disk 
satisfying the theorem 1 has a plurality of sets, wherein 
one set of intelligence home furnishing data is: 

( )( ){ }1 2 3 4
1 13 , 3 3 , 3 2
2 2

m r m r m r m r
     + + ∪ +     

     
  (4) 

In formula (4), 1m , 2m , 3m , and 4m  represent nonnega-
tive integers. 
After the intelligence home furnishing data disk is deter-
mined, a intelligence home furnishing data acquisition 
point is selected in the intelligence home furnishing data 
disk. When determining the location, the energy con-
sumption of intelligence home furnishing data is taken 
into account. 
When a node transmits intelligence home furnishing data, 
it is represented by formula (5): 

2

4
r t

r t
G GP P

d L
λ
π

 =  
 

                              (5) 

The formula (5), rG  is the gain of intelligence home fur-
nishing data receiver, tG  is the intelligence home fur-
nishing data transmitting gain, rP  is the power of intelli-
gence home furnishing data receiver, tP  is the intelli-
gence home furnishing data transmitting power, d  
represents the distance between intelligence home fur-
nishing data node and destination node, L denotes the 
intelligence home furnishing data loss factor, λ  is the 
intelligence home furnishing data wavelength. For the 
specific network, suppression of intelligence home fur-
nishing data node is relatively ideal, formula (5) can be 
simplified to: 

2
tP Kd=                                         (6) 

In formula (6), ( )2 24 /r r tK L P G Gπ λ=  is considered a 
intelligence home furnishing data constant. 
If there are n  intelligence home furnishing data nodes in 
the intelligence home furnishing data disk, in the process 
of intelligence home furnishing data acquisition, the 
transmitting power of the intelligence home furnishing 
data node is P : 

( ) ( ) ( )2 2

1 1

n n

t s i s ii i
P P t K x x y y

= =
= Σ = Σ − + −        (7) 

In formula (7), ( ),i ix y  represents the location of i  intel-
ligence home furnishing data nodes, and 
( ),s sx y represents the location of the intelligence home 
furnishing data acquisition point. 
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It can be seen from formula (7) that in order to lower the 
intelligence home furnishing data transmitting power, a 
reasonable intelligence home furnishing data acquisition 
point is needed. 
Theorem 2 assumes that there are n  points in intelli-
gence home furnishing data and the intelligence home 
furnishing data coordinate is ( ),i ix y , 1 i n≤ ≤ . The in-

telligence home furnishing data node is 1 1,i ix y
n n

 Σ Σ 
 

. 
Proof: if the intelligence home furnishing data coordinate 
of the center is ( ),c cx y , the coordinates of the intelli-

gence home furnishing data points are ( ),s sx y , and the 
distance between each intelligence home furnishing data 
node is id , then the distance square sum sf  of all intelli-
gence home furnishing data is expressed as: 

( ) ( )2 2

1 1

n n

s i s i s ii i
f d x x y y

= =
= Σ = Σ − + −              (8) 

Theorem 2 points out the ideal location of intelligence 
home furnishing data nodes, but some intelligence home 
furnishing data nodes will not be collected, thus the theo-
rem 3 is brought up. 
Theorem 3 assumes that the horizontal and vertical coor-
dinates of maximum and minimum intelligence home 
furnishing data in the intelligence home furnishing data 
disk are max min max min, , ,x x y y , and ( ),s sx y  represents the 
average of all intelligence home furnishing data nodes. 
When the formula (9) is satisfied, the distance of intelli-
gence home furnishing data node ( ),s sx y  is smaller than 
the radius r . 

( ) ( )2 2 2
max min max minx x y y r− + − ≤            (9) 

Proof: min max

min max

s

s

x x x
y y y

≤ ≤
 ≤ ≤

 thus, ( ),s sx y  represents the 

distance of intelligence home furnishing data node. 
As explained by theorem 3, when the intelligence home 
furnishing data node of disk meets the formula (9), the 
intelligence home furnishing data node is further ana-
lyzed. Since the radius of the intelligence home furnish-
ing data disk is r , then: 

max min

max min

s

s

x r x x r
y r y y r

− ≤ ≤ +
 − ≤ ≤ +

                    (10) 

That is, the range of ( ),s sx y  does not exceed the rectan-
gular area, assuming that lengths of the rectangle are 1l , 

2l . It can be represented as: 

( ) ( )
( ) ( )

1 min max max min

2 min max max min

2

2

l x r x r r x x

l y r y r r y y

= + − − = − −


= + − − = − −
      (11) 

From the formula (11), we can see that when the intelli-
gence home furnishing data nodes are more centralized, 

1l  and 2l  are relatively large, and the area RS of the rec-
tangle is large. Thus, the intelligence home furnishing 
data collection of the cloud platform is completed. 

2.2. Intelligence Home Furnishing Data Feature Ex-
traction Based on Kernel Principal Component 
Analysis 

After the intelligence home furnishing data is collected, 
the kernel principal component analysis is used to extract 
the intelligence home furnishing data features. Assuming 
that { }1 2 3, , , , nx x x xL  is the original input intelligence 
home furnishing data, and the kernel space is determined 
by the kernel function ( ),k x y . The input intelligence 
home furnishing data is mapped into the intelligence 
home furnishing data kernel space, so that the mapping 
corresponding to the kernel function ( ),k x y  is φ , and 
the mapped intelligence home furnishing data is 

( ) ( ) ( ){ }1 2, , , nx x xφ φ φL . Assuming that the intelli-
gence home furnishing data after mapping satisfies the 

mean, ( )
1

0
n

ii
x

=
Σ Φ = . The covariance matrix of the intel-

ligence home furnishing data samples is established to 
obtain the eigenvalues. 
The covariance matrix of the intelligence home furnish-
ing data samples is represented as: 

( ) ( )
1

1cov
n

T
i ii

x x
n =

= Σ Φ Φ                            (12) 

In formula (12), Φ  represents the sample number of the 
intelligence home furnishing data, T represents the ei-
genvalues of the covariance matrix of the intelligence 
home furnishing data sample, and n  represents the ei-
genvectors of the covariance matrix, and the formula (13) 
is solved: 

cov* β λβ=                                   (13) 
Both two sides of the formula (13) are multiplied by the 
kernel space sample ( )kxΦ , and the formula (14) is ob-
tained: 

( ) ( )*cov* 1,2, ,k kx x k nβ λ βΦ = Φ = L       (14) 
From the related theory of the reproducing intelligence 
home furnishing data kernel space, we can see that any 
vector in the intelligence home furnishing data kernel 
space can be represented by the intelligence home fur-
nishing data base vector ( ) ( ) ( )1 1, , , nx x xΦ Φ ΦL , that is, 

( )
1

n

i ii
xβ α

=
= Σ Φ , which is put into the formula (15) to get: 
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( ) ( )

( ) ( )

1

1

*cov*

1,2, ,

n

k i ii

n

k i ii

x x

x x k

n

α

λ α

=

=

 Φ Σ Φ 
 

 = Φ Σ Φ 
 

= L

                 (15) 

Combining with formula (12), the formula (15) is alge-
braically calculated, and the formula (16) can be acquired: 

( ) ( ) ( )( ) ( )

( )( )
1 1

1

1

1,2, ,

n n

i k i i ji j

n

i ii

x x x x
n

x k

n

α λ

λ α

= =

=

Σ Φ ⋅ Σ Φ Φ ⋅ Φ

= Σ Φ

= L

   (16) 

The operations of the spatial points of the intelligence 
home furnishing data kernel can be computed by the nu-
merical value of the corresponding kernel function. 
The intelligence home furnishing data matrix 

( ) ( ),i jK x x = Φ Φ p f is defined, and K is substituted 

into formula (16) to simplify: 
2n K Kλ α α=                                  (17) 

Let nλ λ′ = , the intelligence home furnishing data in 
formula (17) can be solved by solving the intelligence 
home furnishing data eigenvalue in formula (18): 

Kα λ α′=                                       (18)                                                           
Assuming that the eigenvector corresponding to the max-
imum eigenvalue of the intelligence home furnishing 
data is represented as 1 2, , , mα α αL , whereby the 
attribute of i -th dimension of the arbitrary intelligence 
home furnishing data test point  ( )xΦ  is denoted as: 

( ) ( ) ( ) ( )
1

,
n

k jj
x i j x xα

=
= Σ Φ Φp f             (19) 

With formula (19), we can calculate the result of intelli-
gence home furnishing data dimensionality reduction, 
which can change the intelligence home furnishing data 
set matrix and intelligence home furnishing data of input 
intelligence home furnishing data space into low-
dimensional intelligence home furnishing data space. 
The original mean of samples is subtracted from each 
sample, and the intelligence home furnishing data is 
processed to satisfy the mean value of zero. 

( ) ( ) ( )1
i i j jx x x

n
Φ = Φ − Σ Φ                 (20) 

Then the intelligence home furnishing data element 
( ),i j  in the intelligence home furnishing data kernel 
matrix is changed to: 

( ) ( ) ( )

( ) ( ) ( ) ( )

( )( )

, ,

1 1,

,

i j

i k k j k k

n n

K i j x x

x x x x
n n

K L K K L i j

′ = Φ Φ

= Φ − Σ Φ Φ − Σ Φ

= − ⋅ − ⋅

 (21) 

In formula (21), nL  stands for intelligence home furnish-
ing data element. 
Assuming that the core matrix formula (22) can be calcu-
lated by using m  sample intelligence home furnishing 
data: 

( )ker ,i jK nel x x =                             (22) 

In formula (22), ker nel  represents the intelligence home 
furnishing data kernel function, and K  takes the mean 
value of the intelligence home furnishing data in the in-
telligence home furnishing data kernel space as 0. This 
method is identical to the formula (21). The transformed 
intelligence home furnishing data mean is expressed by 
formula (23): 

*Kn K UNIT K K UNIT= − − ⋅              (23) 
In formula (23), UNIT  represents the unit matrix of in-
telligence home furnishing data. 
Calculating the eigenvalue of the following intelligence 
home furnishing data: 

*Kn γ λγ=                                      (24) 
In order to test and train the intelligence home furnishing 
data set conveniently, the kernel matrix is expressed as: 

( )ker ,
n m

K nel u v
×

=                               (25) 
In the formula (25), n  represents the total samples of 
intelligence home furnishing data set, m  is the number 
of samples of K , u is intelligence home furnishing data 
in the set, v  is one of intelligence home furnishing data 
set of K , the following formula is obtained by centraliz-
ing intelligence home furnishing data: 

K K TRAIN UNIT K K UNIT−= ⋅ ⋅ − ⋅          (26) 
In formula (26), UNIT TRAIN−  represents the intelligence 
home furnishing data matrix. 
For the test intelligence home furnishing data set, the 
kernel matrix K test−  of test intelligence home furnishing 
data can be calculated using the same method: 

( )ker ,
test

K test nel u v− ′ ′=                    (27) 
The transformed intelligence home furnishing data kernel 
matrix after intelligence home furnishing data centraliza-
tion is: 

K test new K test UNIT TEST K− − − −= − ⋅        (28) 
In formula (28), UNIT TEST−  represents the intelligence 
home furnishing data matrix of test number− , 
test number−  is the number of intelligence home furnish-
ing data samples in the intelligence home furnishing data 
set, and the above processes are combined to complete 
the feature extraction of the intelligence home furnishing 
data. 

2.3. Intelligence Home Furnishing Data Clustering of 
K-means based on Genetic Algorithm 
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Intelligence home furnishing data after feature extraction 
is classified using K-means clustering of genetic algo-
rithm. The genetic algorithm and K-means clustering 
algorithm are combined. The genetic algorithm is applied 
to optimize the function, and the convergence speed of 
genetic algorithm is increased with crossover and muta-
tion factor, thus, the optimal intelligence home furnishing 
data clustering results is obtained. 
Encoding operation of intelligence home furnishing data 
clustering floating-point is: based on the number of clus-
ters H , one of the chromosomes is acted as a string 
composed of H  intelligence home furnishing data clus-
ters, for example, clustering operation is applied to D 
dimensional intelligence home furnishing data samples to 
get H clusters, the chromosome structure is expressed as: 

( ) ( ){ }11 12 1 1 2, , , , , , ,d k k kdZ x x x x x x= L L      (29) 
In formula (29), Z  means that the chromosome is made 
up of k d×  floating point codes. The encoding method 
based on intelligence home furnishing data clustering 
floating points is relatively simple, and the calculation 
speed is fast because the problem of encoding repetition 
and decoding is avoided. 
The fitness function is used to evaluate the fitness of the 
intelligence home furnishing data population, and distin-
guish the individual intelligence home furnishing data in 
the population. The individual fitness in the population is 
proportional to the survival probability. The individual 
fitness degree is higher, the greater the chance of survival. 
K-means clustering algorithm is mainly to find out the 
minimum division of G  intelligence home furnishing 
data objective function: 

( ) 2

1 1

jnc
j

k jj k
G x m

= =
= Σ Σ −                              (30) 

In formula (30), ( )1,2,jm j c= L  represents the center 

of each intelligence home furnishing data cluster, and kx  
represents the intelligence home furnishing data sample. 
In the process of using genetic algorithm, chromosome 
code need to be clustered using population, intelligence 
home furnishing data object function G  is used to calcu-
late the distance between points in the cluster and center 
of cluster. The objective function can be applied to judge 
intelligence home furnishing data clustering quality, if 
intelligence home furnishing data object function G  is 
smaller, the intelligence home furnishing data clustering 
effect is better 
Based on the above analysis, the minimum solution of 
the G  is found in the space of the search target function 
in the genetic algorithm, hence, the fitness function is 
constructed according to the intelligence home furnishing 
data objective function: 

1fitness
G

=                                    (31) 

The selection of the genetic algorithm is based on the 
individual fitness of the population. The best individual is 
selected from the parent individual for inheriting, the 
selection operator depends on the selection probability, 
and the selection probability of the individual iX  can be 
defined as: 

( ) ( )
( )

1

, 1, 2, ,i
i N

iJ

finess X
P X i N

finess X
=

= =
Σ

L          (32) 

In formula (31), the greater the ( )iP X  value, the greater 
the probability that individual iX  is selected to inherit 
into the next generation. 
In the process of genetic manipulation, selection of cros-
sover probability mP  and mutation probability cP  influ-
ence the results of genetic algorithm. For cross operator, 
when crossover probability is large, the individual gener-
ation speed is prone to be faster, and vice versa. For mu-
tation operator, when the probability of mutation is small, 
it is tend to lose novelty, when it is large, the genetic al-
gorithm is void and turn into search algorithm. 
In view of the problems existing in the operation of cros-
sover and mutation, the adaptive crossover and mutation 
operation are adopted, and cP  and mP  can be adjusted 
according to different situations. Adaptive adjustment of 

cP  and mP  can be expressed as: 

( )1 max max

2

/ ,

,
avg avg

c
avf

k f f f f f f
P

k f f

′ ′− − ≥=  ′ p
 

( )3 max max

4

/ ,

,
avg avg

m
avf

k f f f f f f
P

k f f

− − ≥=  ′ p
        (33) 

In formula (33), maxf  represents the fitness value in the 
intelligence home furnishing data population, avgf  
represents the average fitness value of the intelligence 
home furnishing data population, and f ′  represents the 
fitness value of the crossover individual, and f  
represents fitness value of the mutation individual. The 
values of 1k , 2k , 3k , 4k  is in the range of ( )0,1 , if no 
clear definition of 1k , 2k , 3k , 4k , the value of 1k , 2k , 

3k , 4k  will be determined preliminarily. By influencing 

cP  and mP  to compare intelligence home furnishing data 
optimization goal and evolving generations, cP  and mP  
of less evolution times are better, the corresponding 1k , 

2k , 3k , 4k are more reasonable. 
K-means clustering is an algorithm of great local search, 
and genetic algorithm is advertised for good global 
search. Two algorithms are combined, using the genetic 
algorithm to search global intelligence home furnishing 
data center to find the optimal cluster center and K-
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means clustering algorithm to perform intelligence home 
furnishing data clustering. The concrete process is as 
below: 
(1) According to the genetic algorithm, the chromosome 
of strongest fitness in the intelligence home furnishing 
data population is obtained, and the clustering center is 
decoded. 
(2) According to the criterion function, the distance be-
tween the intelligence home furnishing data cluster point 
and the cluster center is calculated. 
(3) Find out the population of shortest distance to com-
plete the intelligence home furnishing data clustering. 
The concrete data clustering flow chart is shown in figure 
1: 

 
Figure 1. data classification flowchart 

3. Experimental Results and Analysis 

In order to verify the validity and accuracy of the mining 
method based on K-means clustering and genetic algo-
rithm, a simulation experiment was performed. The intel-
ligence home furnishing data mining experimental plat-
form is built in the matlab8.0 environment. 
The experimental images are shown in figure 2: 

 

figure 2 .experimental images 

The experimental intelligence home furnishing data from 
KDD cup2017 intelligence home furnishing data set, the 
intelligence home furnishing data set includes 2 million 
intelligence home furnishing data. The basic parameters 
of genetic algorithm: population size is 70N = , encod-
ing length is 30l = , the maximum evolution generation 
is 900G = , crossover probability is 1 0.8cP = , 2 0.5cP = . 
Table 1 shows two clustering algorithms with 40 times 
running. 
In order to verify search speed of proposed method, table 
1 has the maximum and minimum and average evolution 
generation of two clustering algorithms, denoted as maxG , 

minG , aveG . On the basis of the analysis of experimental 
intelligence home furnishing data, evolution generation 
obtained using the proposed method is minimum, the 
convergence is the fastest. The accuracy of searching 
optimal solution of intelligence home furnishing data 
mining is important for optimization. In table 1, maxf , 

minf , avef , represents the maximum and minimum and 
average optimal value, the method proposed in this paper 
has the highest precision for function optimization. The 
experiment of 40 operations is performed using the pro-
posed method, the number of times meets the condition is 
divided by 40 to represent the success rate rateSu , which 
shows the robustness of the algorithm. For function 

rateSu , it can be seen that the method proposed in this 
paper is more reliable. 

Table 1. Comparison of Optimal Evolution Generation of Different Algorithm Functions 

Methods The proposed method Standard genetic algorithm 
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Gmax 65 900 
Gmin 9 10 
Gave 30.7 542.2 
Surate 100% 56% 
fmax 9.502e-5 0.5582 
fmin 1.23e-10 3.58e-5 
fave 2.7048e-5 0.01407 
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Figure 3. Comparison of Intelligence Home Furnishing 

Data Mining Accuracy of Different Methods 

The analysis of Figure 3 shows that the accuracy of the 
proposed method is much higher than methods based on 
association principle and intelligence home furnishing 
data density increment space [13, 14]. Because the pro-
posed method is the combination of genetic algorithm 
and K-means clustering algorithm. The genetic algorithm 
is utilized to optimize the function, improve the conver-
gence speed of genetic algorithm with crossover and mu-
tation factor, so as to obtain the best intelligence home 
furnishing data clustering results. It can be seen that the 
feasibility of intelligence home furnishing data mining 
based on genetic algorithm and K-means clustering is 
high, and it can solve the time-consuming problem of 
intelligence home furnishing data processing effectively. 
The analysis of Figure 4 shows that the time of the pro-
posed method is much lower than methods based on as-
sociation principle and intelligence home furnishing data 
density increment space [13, 14]. Because the proposed 
method is the combination of genetic algorithm and K-
means clustering algorithm. The genetic algorithm is 
utilized to optimize the function, improve the conver-
gence speed of genetic algorithm with crossover and mu-
tation factor, so as to obtain the best intelligence home 
furnishing data clustering results. It can be seen that the 
feasibility of intelligence home furnishing data mining 
based on genetic algorithm and K-means clustering is 
short, and it can solve the time-consuming problem of 
intelligence home furnishing data processing effectively. 

 

Figure 4. comparison of data mining time in different 
methods 

4. Conclusion 
The current method is based on the relationship between 
intelligence home furnishing data sets to determine the 
principle of association of intelligence home furnishing 
data sets, and the intelligence home furnishing data min-
ing factor and relative error are introduced to improve the 
accuracy of intelligence home furnishing data mining 
algorithm, but this kinds of method are time-consuming. 
Therefore, a intelligence home furnishing data mining 
method based on K-means clustering and genetic algo-
rithm is proposed. Experimental results show that this 
method can effectively process intelligence home fur-
nishing data, reduce the time of intelligence home fur-
nishing data processing and improve the accuracy of in-
telligence home furnishing data mining, and has a wide 
range of practical value. 
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