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Abstract: In the environment of big data, the data mining and fusion of network awareness is affected by the 
interference between the small disturbances of the data, which leads to the poor clustering characteristics of 
the information fusion. A network aware data fusion method based on improved fuzzy time series analysis al-
gorithm is proposed. The data stream of web address is reorganized in the distributed structure, and the phase 
space reconstruction technique is used to deal with the autocorrelation feature matching of the fuzzy time se-
ries attractor load. Combined with association rule fuzzy pairing method, fuzzy time series analysis is used to 
realize the optimal clustering of network perceptual data. According to the result of data clustering, the accu-
rate fusion of network perceptual data is realized, and the feature compression of fused high-dimensional 
network perceptual data is carried out, so as to reduce computational overhead. The simulation results show 
that the proposed method has good clustering ability, it has strong ability to resist inter-class disturbance and 
strong ability of network perceptual data fusion. 
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1. Introduction 
In large-scale data, effective data differentiation and min-
ing are carried out, and how to use and manage large data 
is a key problem that people need to solve. In large data 
environment, the accurate analysis and fusion of network 
perception data are carried out, data information is quick-
ly excavated, data is integrated, and information sharing 
is realized[1]. Accurate link transmission has become a 
key research topic in future information processing and 
large data analysis. It has great significance to improve 
the classification and recognition ability of network per-
ceived data through the research of network perception 
data association fusion, and it is of great significance to 
the computer aided classification ability of network per-
ceived data. 
At present, the algorithm of feature fusion for network 
aware data information data is being actively carried out, 
and some research results have been obtained. In the tra-
ditional method, the fusion algorithm for network percep-
tion data is mainly taken based on the genetic algorithm 
for network aware data information data fusion, and the 
network sensing data based on the simulated quenching 
algorithm[2]. Fusion algorithm, network aware data in-
formation data fusion algorithm based on node supervi-
sion and homomorphism estimation, the most common 
method is particle swarm optimization (PSO) method, it 
is used for network sensing data information data fusion 
algorithm. In reference [3], it first proposed a SVM logic 
regulation network model, it used energy management 
and tracking differential. The time delay error compen-
sates for the fusion processing of the network perception 

data, but the algorithm is affected by the noise and the 
precision is not high. In reference [4], it proposed a fu-
sion algorithm based on the non-stationary time-varying 
signal analysis. The algorithm has a better accuracy in 
the gene expression under the better condition of the 
prior information, but the algorithm is more accurate. It 
cannot effectively solve the problem of feature partition 
and fusion of genetic data of network perception data, 
and it is not good to classify and diagnose network per-
ception data. 
In order to solve the above problems, this paper proposes 
a network perceptual data fusion method based on im-
proved fuzzy time series analysis algorithm. The data 
stream of web address is reorganized in the distributed 
structure, and the phase space reconstruction technique is 
used to deal with the autocorrelation feature matching of 
the fuzzy time series attractor load. Combined with asso-
ciation rule fuzzy pairing method, fuzzy time series anal-
ysis is carried out to realize the optimal clustering of 
network perceptual data. According to the result of data 
clustering, the accurate fusion of network perceptual data 
is realized, and the fused high-dimensional network per-
ceptual data is obtained. Feature compression is carried 
out to reduce computational overhead. Finally, the simu-
lation results show the superior performance of this me-
thod. 

2. Reconfiguration of Distributed Structure 
and Phase Space Reconstruction of Net-
work-aware Data 
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2.1. Network aware data distributed structure reor-
ganization 

In order to realize the fusion of network perceptual data 
in big data, the association rules are mined by fuzzy time 
series analysis method, and the characteristic quantity of 
network perceptual data is fused, then the temporal order 
of big data network perceptual data is put forward[5]. 
The first step of sequence fuzzy time series analysis is to 
reconstruct the phase space and observe the time series of 
big data's information flow, which is to be mined, so that 

1 2{ , , }Nx x x⋅ ⋅ ⋅  is a group of nonstationary wideband time 
series, so that ( )x n  can move forward in the dimensional 
distributed feature space. Based on the structural map-
ping of line network aware data, big data's distributed 
recombination structure is obtained as follows: 

( ) { ( ), ( ), , ( ( 1) )}n x n x n x n mτ τ= + ⋅⋅ ⋅ + −X  1, 2, ,n N= ⋅⋅ ⋅             
(1) 

Where, τ  denotes big data's sampling time delay in 
high-dimensional space. Adaptive fuzzy time series train-
ing method is used for feature fusion, and phase trajecto-
ry evolution analysis in high-dimensional feature space is 
carried out to obtain a large number of reconstructed fea-
tures[6]. According to the path of network perceived data 
distribution 
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Where, ( 1)K N m τ= − − , big data searches for embed-
ding dimension of feature space, τ  is delay, m  is layer 
number of semantic ontology attribute of information, 

( 1)( , , , )T
i i i i ms x x xτ τ+ + −= ⋅⋅ ⋅  is called feature vector set of 

phase space. In the network aware data distributed struc-
ture reorganization model[]7, the fuzzy set search method 
is used to determine and delay the time. The high order 
statistic analysis and feature fusion of network perceptual 
data are carried out in high dimensional phase space. 

2.2. Network aware data phase space reconstruction 

On the basis of reorganizing the distributed structure of 
the high-dimensional data flow, the phase space of the 
network perceptual data is reconstructed. The Lorenz 
fuzzy time series attractor is used as the training test set 
to fuse the network perceptual data of the network. Com-
bined adaptive learning training, the detection probability 
of network perceptual data fusion is ( )q jP q , 

1, 2, ,j n= ⋅⋅ ⋅ . Under the training of fuzzy time series 
analysis, the phase space reconstruction model of net-
work aware data is constructed as follows: 

 2
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( ) ( ) log ( )
n

s i s i
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H S P s P s
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Where, ( )s iP s  represents the semantic concept set of 
network-aware data. The probability of appearing in the 
region is  of fuzzy time series analysis, the average mu-
tual information satisfying the clustering condition of 
network perceptual data in phase space S  is obtained as 
follows: 

( , ) ( ) ( )I Q S H Q H Q S= −                    (5) 
Where 

2
( , ) ( , )( ) log( ) ( )

sq i j sq i j
i

s i s ij

p s q p s qH Q s p s p s
   = −       

∑      

(6) 
It represents the classification attribute set which satisfies 
the condition P , and adopts the method of average mu-
tual information fusion 

3. Optimization of Network Aware Data Fu-
sion Algorithm 
3.1. Improved fuzzy time series analysis algorithm 

On the basis of the preprocessing of distributed structure 
reorganization and phase space reconstruction for high-
dimensional data information flow, the optimal design of 
network aware data fusion algorithm for network aware 
data is carried out. In this paper, an improved fuzzy-time 
algorithm based on improved fuzzy time is proposed[8]. 
Network aware data fusion method based on sequence 
analysis algorithm. Using Lorenz fuzzy time series at-
tractor as the training test set, the fuzzy attribute partition 
of network aware data is carried out, and the expression 
of Lorenz fuzzy time series attractor is given as: 

/
/
/
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σ σ= − +
 = − + −
 = −

                     (7) 

All the variables are dimensionless. and x , y , z denote 
the sampling time of fuzzy data. The clustering center 
Euclidean distance of fuzzy time series analysis of net-
work perceptual data is obtained as: 
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With adaptive learning in the reconstructed phase space, 
when the embedding dimension m  of phase space is in-
creased to 1m + , the clustering center optimization value 
of fuzzy time series analysis of network perceptual data 
fusion is obtained as follows: 
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If ( 1)m nR +  is much larger than mnR , it can be used as the 
center of fuzzy clustering. 

3.2. Information fusion and feature compression  

Assuming that the distributed time series 
{ }, 1,2, ,nX n N= ⋅⋅ ⋅  of network perceptual data represent 
the feature distribution set of the network perceptual data 
to be partitioned, the feature distribution N nX X η= +  of 
fuzzy time series analysis is obtained under the fuzzy 
time series analysis, where η  is the observation noise. 
The phase space reconstruction technique is used to deal 
with the load feature quantity of fuzzy time series attrac-
tor of network perceptual data, and the feature matching 
output is obtained as: 
In the closed frequent item region of fuzzy time series 
analysis, the average mutual information characteristic 
quantity of network perceptual data is fused as follows: 

1 1 2 3{ , , , , }T
dR X X X X= ⋅⋅ ⋅                    (10) 

The set of association rule vectors for network-aware 
data is: 

1 1 1 2 1 2{ , , , }{ , , , }T T
m mR R X X X X X X= ⋅⋅ ⋅ ⋅ ⋅⋅          (11) 

The network sensing data is decomposed into single fre-
quency signal by SVD decomposition, as: 

0
0 0

rT TX USV U V
∑ 

= =  
 

                (12) 

Where, m nX R ×∈ , m mU R ×∈ , n nV R ×∈ , In the feature 
mining search of the whole correlated network perceptual 
data, the optimal solution of the associated feature vector 
of the network perception data is described as the di-
agonal vector matrix: 

1 2( , ,..., ) r r
r rdiag Rσ σ σ ×∑ = ∈              (13) 

In order to realize the partition feature fusion of network 
perceptual data information data, the information entropy 
feature is scheduled in high dimensional space. Phase 
space reconstruction technique is used to deal with the 
feature quantity of fuzzy time series attractor load by 
autocorrelation feature matching. Fuzzy time series anal-
ysis based on association rule fuzzy pairing method is 
used to realize the optimal clustering of network percep-
tual data and the accurate fusion of network perceptual 
data is realized according to the result of data cluster-
ing[9] 

4. Simulation Experiment Analysis 
In order to test the performance of this algorithm in im-
plementing network aware data association fusion and 

computer-aided diagnosis, simulation experiments are 
carried out. In the simulation experiment, the algorithm is 
programmed by Matlab. The hardware environment of 
the simulation experiment is Intel Core3-530 1G memory, 
the operating system is Windows 10, Kinect driver, the 
PrimeSense official version OpenNI framework, the de-
velopment tool of data fusion algorithm is Microsoft 
Visual Studio 2010, the delay value of network percep-
tual data collection is 20ms. the fusion parameters f and j 
are used to represent the weight distribution of these two 
prediction results. The parameters are chosen as: 1/ 3 and 
2/ of data symbol, respectively. The network perceiving 
data sample data has the fixed global iteration number of 
500 times, the variable dimension is 30 times, and the 
algorithm runs 30 times independently. According to the 
above simulation environment and parameter setting, the 
experiment is carried out, and the network aware data test 
set and fusion result are obtained as shown in figure 1. 
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Figure 1. Network aware data set and fusion results 
It can be seen from figure 1 that the accuracy of network 
perceptual data fusion based on this method is high, and 
the accuracy of different methods is tested, and the com-
parison results are shown in figure 2. 
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Figure 2. Accuracy comparison 
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Figure 2 shows that the proposed method is accurate and 
real-time. On the basis of this proposed method, the 
fuzzy time series analysis of network perceptual data 
information has better attribute clustering, higher conver-
gence among classes, stronger ability to resist inter-class 
disturbance, and better ability of network perceptual data 
fusion. 

5. Conclusions 
In this paper, a network aware data fusion method based 
on improved fuzzy time series analysis algorithm is pro-
posed. The data stream of web address is reorganized in 
the distributed structure, and the phase space reconstruc-
tion technique is used to deal with the autocorrelation 
feature matching of the fuzzy time series attractor load. 
Combined with association rule fuzzy pairing method, 
fuzzy time series analysis is used to realize the optimal 
clustering of network perceptual data. According to the 
result of data clustering, the accurate fusion of network 
perceptual data is realized, and the feature compression 
of fused high-dimensional network perceptual data is 
carried out, so as to reduce computational overhead. The 
simulation results show that the proposed method has 
good clustering ability, it has strong ability to resist inter-
class disturbance and strong ability of network perceptual 
data fusion, it has good application value in practice. 
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