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Abstract: In order to improve the ability of fast processing and recognition of unbalanced data in complex 
network data flow, it needs to carry out fast classification and analysis of data. A fast classification algorithm 
based on association mining and fuzzy C-means clustering is proposed for unbalanced data flow in complex 
networks. Non-equilibrium data flow model of complex network data flow is constructed by nonlinear time 
series analysis method, and the delay scale characteristic parameters of non-equilibrium data flow in complex 
network data flow are extracted. Taking the extracted association rules as the feature quantity, the data clus-
tering is processed, the fuzzy C-means classification algorithm is used to realize the optimal classification of 
the non-equilibrium data in the complex network data flow, and the convergence control of the classification 
center is carried out with the differential evolution method. The global convergence of the classification 
process is improved. The simulation results show that the proposed method has good accuracy and low error 
rate in the classification of unbalanced data in complex network data streams. 
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1. Introduction  
In the age of non-balanced data flow of complex network 
data flow, it is necessary to deal with and analyze non-
equilibrium data of complex network data flow regularly, 
and extract useful information features from unbalanced 
data flow of complex network data flow. The non-
equilibrium data information of complex network data 
flow is analyzed for users, and the related information 
parameter services are mined from the unbalanced data 
of complex network data flow. With the rapid develop-
ment of computer information processing technology, the 
speed and precision of non-balanced data processing of 
complex network data flow are required higher, in the 
complex network data flow non-balanced data informa-
tion processing, the key link is to classify the data. The 
data classification is to analyze the data by mining the 
characteristic parameters with the same attributes in the 
unbalanced data of complex network data flow[1]. On 
the basis of data classification, an expert system and a 
non-balanced database of complex network data flow are 
established. In order to carry out related pattern recogni-
tion and diagnosis and analysis services, the research of 
data optimization and classification technology will be 
carried out in fault diagnosis, target recognition, etc[2]. 
Cloud storage database model construction and informa-
tion retrieval have high application value. 
Non-equilibrium data classification of complex network 
data flow is taken based on the analysis of time series of 

data flow. The characteristic parameters of non-
equilibrium data flow in complex network data flow are 
extracted. The attribute feature selection and search of 
data classification, the calculation of data classification 
center, the automatic classification and recognition of 
data are carried out. The related data classification algo-
rithms mainly include data classification method based 
on grid technology and fuzzy C-means classification me-
thod[3]. The fuzzy K-means classification method, the 
classification algorithm based on adaptive beamforming 
and so on, the fuzzy C-means and fuzzy K-means classi-
fication algorithms need to adjust the classification re-
sults repeatedly to optimize the classification with the 
expansion of data scale, the initial classification center is 
more sensitive[4]. 
In order to solve the above problems, this paper proposes 
a fast classification algorithm based on association min-
ing and fuzzy C-means clustering for unbalanced data in 
complex network data streams. Non-equilibrium data 
flow model of complex network data flow is constructed 
by nonlinear time series analysis method, and the delay 
scale characteristic parameters of non-equilibrium data 
flow in complex network data flow are extracted. The 
fuzzy C-means classification algorithm is used to realize 
the optimal classification of the non-equilibrium data in 
the complex network data flow. Finally, the experimental 
analysis is carried out. The advantages of this method in 
improving the ability of data classification and reducing 
the rate of misclassification are demonstrated. 
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2. Nonlinear Time Series Analysis Model 
and Feature Parameter Extraction of Non-
equilibrium Data in Complex Network Data 
Flow 
2.1. Non-balanced data nonlinear time series analysis 
model for complex network data flow 

In order to realize the automatic classification of non-
equilibrium data in complex network data flow, the in-
formation flow model of non-equilibrium data in com-
plex network data flow is constructed by using nonlinear 
time series analysis method[5]. The feature attribute 
analysis and classification center search are carried out 
by feature parameter extraction. The time series of non-
equilibrium data in complex network data flow is a group 
of nonlinear time series. The method of nonlinear time 
series analysis can be used to analyze and classify the 
time series of non-equilibrium data in complex network 
data flow, and the univariate time series of non-
equilibrium data series of complex network data flow can 
be constructed as follows. The data sample length is N, 
the data distribution is a scalar time series in the data 
sampling time period, and the classification characteristic 
attribute category of the data stream is set and set. The 
phase space reconstruction analysis method is used to 
deal with the nonlinear mapping of non-equilibrium data 
in complex network data flow. The information flow 
model of the time series of non-equilibrium data in com-
plex network data flow is as follows: 

0 0( ) [ ( )]n nx x t n t h t n t ω= + ∆ = + ∆ +z                (1) 
Where, (.)h  is the similarity characteristic quantity con-
tained in each sample of the unbalanced data time series 
of complex network data flow, the phase space recon-
struction method is used[6]. The characteristic space dis-
tribution trajectory expression of the nonlinear time se-
ries of non-equilibrium data in complex network data 
flow is obtained as follows: 
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Where, ( )tx  is the sampling time series, J  is the simi-
larity correlation coefficient, m  is the embedded dimen-
sion. 

2.2. Feature extraction of association rule 

The nonlinear time series analysis model of non-
equilibrium data in complex network data flow is con-
structed, and the association rule feature extraction is 
carried out. ,u vR represent the fuzzy set of non-
equilibrium data attribute set of complex network data 

flow, ,u vR  is the cross-correlation function between the 
data characteristic vectors, then the cross-distribution 
model of the non-equilibrium data attribute set of com-
plex network data flow is expressed as follows: 

0
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Where, 0a  is the sample amplitude of the unbalanced 
data time series of the initial complex network data flow, 
and n ix −  is the scalar time series of the non-equilibrium 
data time series of the complex network data flow with 
the same mean value and variance[7]. The division of 
decision attribute values under homomorphism condi-
tions may be repeated. The method of random frequency 
estimation can be used to calculate the expression of as-
sociation rule eigenvalue as follows: 
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The following normalization methods are given: 
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The delay scale characteristic parameters of the unba-
lanced data flow in complex network data flow are ex-
tracted, and the extracted association rules are used as the 
feature quantities for data clustering. 

3. Data Classification Optimization  
3.1. Fuzzy C-Means clustering 

The fuzzy c-means clustering model of non-equilibrium 
data in complex network data flow is constructed as: 
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Wherein: 
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fuzzy search is used to smooth the non-equilibrium data 
of complex network data flow, and nonlinear autoregres-
sive sliding time window is used to construct multi-layer 
spatial fuzzy classification center. The fuzzy C-means 
classification algorithm is used to search the initial classi-
fication center, and the finite data set is assumed as: 

1 2{ , , , } s
nX x x x R= ⊂L                       (7) 
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According to the classification of attribute sets, ix  
1, 2, ,i n= L , samples are found in the data set, where the 

information gain of sample FG is as follows: 
1 2( , , , )T

i i i isx x x x= L                             (8) 
Thus, the autocorrelation coefficient of the delay scale of 
the non-equilibrium data flow in complex network data 
flow is expressed as follows: 
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( ) ( )XY
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ρ =                                (9) 

Where, xyρ  is a dimensionless quantity in the upper ex-
pression. 

3.2. Convergence control  

The fuzzy C-means classification algorithm is used to 
realize the optimal classification of non-equilibrium data 
in complex network data flow. The convergence control 
of the classification center is carried out by using the 
differential evolution method to improve the global con-
vergence of the classification process[8]. The Logistic 
chaotic mapping is defined as: 

1 (1 )n n nx x xµ+ = −                             (10) 
Where, 1,2,3,n = L  [0,1]x ∈  [0, 4]µ ∈ . 
The training function is used to adjust the scale of the 
fuzzy classification center of the unbalanced data in 
complex network data stream. The delay scales in t  and 
t τ+  in the retrieval of the classification center are as 
follows: 

{ 1, 2, , , 1, 2, , }ijV v i c j s= = =L L                (11) 
Where, iV  is the weight of adjacent data points to the 
classification center disturbance, for the first vector of the 
non-equilibrium data series of the complex network data 
flow, the Logistics chaotic map is used for the difference 
perturbation, and each data point is regarded as a possible 
classification center. The stable periodic solution of the 
classification center is obtained as follows: 
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Combined with complex network data flow unbalanced 
data classification target function. The Logistics chaotic 
differential evolution method is used to suppress the clas-
sification center disturbance: 

( , ( )) min{ ( , ( ))}i j i jD x A L D x A L=          (14) 
Where, i kx ω∈ , At this time, the classification center 
obtains the optimal solution. The chaos perturbation is 
introduced into the example of evolutionary classification 
cluster, and the initial membership matrix is calculated, 
and the average value is taken as the average value of the 
new classification attribute feature vector: 
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Thus, the optimal classification and recognition of the 
unbalanced data in complex network data flow are rea-
lized. 

4. Simulation Experiment and Result Analy-
sis 
In order to verify the performance of this algorithm in the 
realization of fast and automatic classification of non-
equilibrium data in complex network data flow, the simu-
lation experiment is carried out, and the experiment is 
based on Matlab simulation software. The experimental 
data comes from two complex network data streams, the 
KDDP201 large network database simulation data set, 
including two 120MB partitions, which are actual data 
sets, including 60MB scale partitions. The original data 
waveform is shown in figure 1. 

 
 Figure 1. Complex network data waveform 

This method is applied to the classification of unbalanced 
data in complex networks, and the classification results 
are shown in Figure 2. 

      
Figure 2. Data classification output 
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Figure 2 shows that this method is used to classify data, it 
can effectively realize big data clustering recognition of 
different attributes and improve the accuracy of data 
classification. The accuracy of different classification 
methods is tested, and the comparison results are ob-
tained as shown in figure 3. 
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Figure 3. Accuracy comparison 

Figure 3 shows that the proposed method has high accu-
racy and low error rate in the classification of unbalanced 
data over complex network data streams. 

5. Conclusions 
In this paper, a fast classification algorithm based on as-
sociation mining and fuzzy C-means clustering is pro-
posed for unbalanced data flow in complex networks. 
Non-equilibrium data flow model of complex network 
data flow is constructed by nonlinear time series analysis 
method, and the delay scale characteristic parameters of 
non-equilibrium data flow in complex network data flow 
are extracted. The data clustering is processed, the fuzzy 
C-means classification algorithm is used to realize the 
optimal classification of the non-equilibrium data in the 
complex network data flow, and the convergence control 
of the classification center is carried out with the diffe-
rential evolution method. The global convergence of the 

classification process is improved. The simulation results 
show that the proposed method has good accuracy and 
low error rate in the classification of unbalanced data in 
complex network data streams, the data clustering per-
formance is improved.  
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