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Abstract: In terms of the network intrusion data isolation detection, the conventional isolation detection algo-
rithm has disadvantages. The isolation detection accuracy is low and the isolation success rate is not high, so 
this paper proposes the research on isolation detection algorithm of network intrusion data. Based on the 
structure design of isolation detection algorithm, the anomaly detection mechanism of statistical analysis, 
neural network anomaly detection mechanism and data mining anomaly detection mechanism are constructed 
to realize the operation design of network intrusion data isolation detection algorithm. Relying on the process 
design of isolation detection algorithm and the parameter optimization of intrusion isolation detection algo-
rithm, the isolation detection algorithm of network intrusion data is realized. The experimental data shows 
that the proposed isolation detection algorithm can improve the isolation detection accuracy by 45.17% and 
the isolation success rate by 26.6%, compared with the conventional isolation detection algorithm. It is suita-
ble for the isolation detection of network intrusion data. 
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1. Introduction  

Relying on computer virus theory, the conventional isola-
tion detection algorithm studies the propagation mode. 
However, for the network intrusion data isolation detec-
tion, due to the limitation of algorithm operation results, 
the isolation detection accuracy is low and the isolation 
success rate is not high. It is not suitable for the isolation 
detection of network intrusion data[1].Therefore, the re-
search on the isolation detection algorithm of network 
intrusion data is proposed. Based on the structure design 
of isolation detection algorithm, the structure of isolation 
detection algorithm is established, the anomaly detection 
mechanism of statistical analysis and the anomaly detec-
tion mechanism of neural network are constructed, so as 
to complete the operation design of network intrusion 
data isolation detection algorithm. Relying on the process 
design of isolation detection algorithm and the parameter 
optimization of intrusion isolation detection algorithm, 
the isolation detection algorithm of network intrusion 
data is studied. In order to ensure the effectiveness of the 
designed isolation detection algorithm and simulate the 
network intrusion test environment, two different isola-
tion detection algorithms are used to simulate the isola-
tion detection accuracy and isolation success rate. 

2. Operation Design of Network Intrusion 
Data Isolation Detection Algorithm 

2.1. Constructing structure system of isolation detec-
tion algorithm  

Isolation detection algorithm is a method to detect and 
analyze abnormal behavior, and then to judge and dis-
cover the unknown attack mode. Generally, computers 
work in normal mode, but intrusion behavior is different 
from normal behavior. All the normal behaviors are 
summarized, and the normal behavior model is con-
structed. The existence of intrusion behavior is judged by 
discovering abnormal behavior. The structure of the iso-
lation detection algorithm is shown in Figure 1[2]. 
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Figure 1. Structure system of the isolation detection 

algorithm 

The structure of isolation detection algorithm takes nor-
mal behavior as the detection object, and establishes the 
structure of isolation detection algorithm under perfect 
normal behavior. Normal behavior characteristics can be 
expressed by various characteristic parameters required 
by the normal operation of the system, such as CPU utili-
zation rate, memory utilization rate, file checksum, and 
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network flow, etc [3].Anomaly detection collects various 
characteristic parameters of the system in normal opera-
tion. It establishes a normal behavior model according to 
these parameters. Then draws up a normal behavior 
model as well as an evaluation function to detect and 
calculate. In the actual detection process, an abnormal 
index limit is usually set. If an abnormal behavior is 
found to exceed the threshold value, the behavior is 
marked as abnormal which will be handled to determine 
whether there is an intrusion. The main techniques for 
anomaly detection include statistical analysis, data min-
ing, neural network, computer immune system and so on. 

2.2. Constructing anomaly detection mechanism for 
statistical analysis 

Anomaly detection of statistical analysis is the most 
widely used technology. Statistical analysis first sets rea-
sonable statistical variables for observed events, and de-
scribes the behavior of users or systems by using statis-
tical variables, such as the frequency, interval, CPU 
usage rate, and memory occupancy rate, etc. All statistic-
al events are compiled into a systematic statistical model 
and the statistical variables are audited. If the audit re-
sults deviate significantly from the statistical model, the 
anomaly will occur. The IDES of SRI and NIDES adopt 
statistical analysis technology to realize anomaly detec-
tion. The anomaly detection mechanism of statistical 
analysis is shown in Figure 2. 

 
Figure 2. Anomaly detection mechanism of statistical 

analysis 

2.3. Constructing the anomaly detection mechanism 
of neural network 

Neural network is composed of a large number of 
processing units. It is a multilayered network structure 
made up of connection units with weights. Artificial 
neural network (ANN) is used for anomaly detection, and 
adaptive learning is used to mark anomaly behavior in 
modeling. K.L.Fox first proposed using neural networks 
to construct behavior patterns of observers. Neural net-
works trained from historical behavior data can predict 

the next event in an event sequence. The prediction accu-
racy can be used as an anomaly index to measure an 
event sequence [5]. JakeRyan trains a back-propagation 
neural network called Neural Network Intrusion Detector 
(NNID) according to the command operation habits of 
each UNIX user. The NNID is used to predict the next 
command of the user during detection. If the prediction 
results do not match or can not give a clear prediction, an 
exception is triggered. The schematic diagram of the 
anomaly detection mechanism for constructing the neural 
network is shown in Figure 3 [6]. 

 
Figure 3. Construction of the anomaly detection 

mechanism of neural network 

2.4. Constructing anomaly detection mechanism for 
data mining 

Data mining anomaly detection is a fast anomaly detec-
tion method based on Ensemble. It has linear time com-
plexity and high precision. It is a state-of-the-art algo-
rithm that meets the requirements of big data processing. 
The iForest of data mining is suitable for anomaly detec-
tion of continuous data. The anomaly is defined as an 
isolated outlier, which can be understood as a point with 
sparse distribution and far away from the high density 
group. Statistically, a sparsely distributed region in the 
data space indicates that the probability of data occurring 
in this region is very low, so the data in these regions can 
be considered abnormal. 
iForest belongs to the Non-parametric and unsupervised 
methods, which do not use defined mathematical models 
or need labeled training. iForest uses a very efficient 
strategy to find out which points are easy to be isolated. 
Supposed that a random hyperplane is used to cut the 
data space, cut it once and two subspaces will appear. 
Then continue to cut each subspace with a random 
hyperplane and repeat it until there is only one data point 
in each subspace. Intuitively, it can be seen that clusters 
with high densities can be cut many times to stop cutting, 
but those with low densities can easily stop in a subspace 
very early, as shown in the following test sample [8]. 
It can be seen that D is most likely to be an exception, 
because it was isolated at the earliest time, thus the ano-
maly detection for data mining is realized. 
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Figure 4. Test sample 

3. Realization of Isolation Detection Algo-
rithm of Network Intrusion Data  

3.1. Determination of isolation detection algorithm 
process 

The basic flow of this algorithm is shown in Figure 5, 
and the following steps will be explained. 
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Figure 5. Basic flow of isolation detection algorithm 

1. Input weight matrix A to get the scale of the problem. 
2. Initial algebra 0t  . 
3. Initialize intrusion data population 

1
t t t

i nQ( t ) { q ,...,q ,...q } . 

4. 1t t  . 
5. Observe the intrusion data population 1Q( t )  and get 

the determined binary intrusion data population 

1 2
t t t

mP( t ) { X , X ,...,X } . 

6. If the tabu search condition is satisfied, go to step 7; 
otherwise, go to step 8. 
7. For every intrusion data of P( t ) , the Tabu search al-

gorithm is called.  

8. Calculate the fitness value 1
t t t

i nF( t ) { f ,..., f ,..., f } of 

each intrusion data in population Q( t ) . 

9. Update the intrusion data population Q( t )  with quan-

tum rotation gate. 
10. Compare each fitness value t

if  in F( t )  with 1t
ib  in 

the best solution 1 1 1
11 t t t

i nB( t ) { b ,...,b ,...,b }     of the 

previous generation, and the bigger one is stored in the 
optimal solution of the current generation B( t ) .  

11. Compare all the values in 1
t t t

i nB( t ) { b ,...,b ,...,b }  

and store the best solution in the global optimal solution 
b . 
12. If the termination condition is not satisfied, then jump 
to step 4. 
13. Save the global optimal solution b  to the Notepad, 
and end the isolation detection. 

3.2. Algorithm process description 

The network access is usually realized in step 3. All the 
intrusion data, such as t

jq , t
i and t

i  is initialized to be 

1

2
, that is, the probability of the intrusion data 0

jq  be-

ing all superposition states is equal, and its state is as 

follows: 0

2

1

1

2

m

j
kq m

k

X


   

1k i j mX ( x ,...,x ,...,x ,...,x ) in the formula represents the 

superposition state of K, and 1 2 0 1ix ( i , ,...,m ) [ , ]  . 

Recognize the intrusion data. A set of definite binary 
solutions are generated from 1 2

t t t
mP( t ) { X ,X ,...,X }  by 

observing 1Q( t )  in step5. 1 2t
jX ( j , ,...,n )  is a bi-

nary string that is corresponding to kX . It is generated 

by observing all the bits of the intrusion data. This obser-
vation means that a decimal r between 0 and 1 is random-

ly generated, and then the number is compared with  2  

of t
iq . If r<  2 , 0ix  ; otherwise, 1ix  . 

Step 6 and step 7 are the first keys in this algorithm. By 
judging whether the TS-condition of tabu search is satis-
fied, if it is satisfied, each intrusion data in the population 
must be searched locally, so as to search for the local 
optimal solution within a local range of the current intru-
sion data [9]. 
Generally, 1 2N { , ,......,n }  is used to represent the 

component ordinal number of an X vector, and the input 
Q matrix is treated as a lower triangular matrix. i is 
used to represent the mobile value that is flipped from the 
variable ix . ( i , j )q  is used to represent ijq  when i>j or 

( i , j )q  is used to represent jiq  when j>i. In this way, each 
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increment can be estimated in advance with the following 
formula in linear 
time:

1

1 2
j

i ii
j N , j i ,x

i ( x )( q q( i, j ) )
  

      

In q( i, j ) , when i j , q( i, j ) = ijq . When i j , 

q( i, j )= jiq . In addition, once a component is inverted, 

it means that the next prediction begins on the basis of 
the inverted vector. In particular, the following computa-
tional procedure may be performed to re-estimate the 
estimated added value of the flipped component itself 
and other components. 

i i    for each j N { i }   j j ijq( i, j )      

Among them, 1ij  . If j ix x ， 1ij   . 

The algorithm contains a tabu list as a storage structure 
based on the “nearest access” principle, so as to ensure 
that solutions accessed within a certain cycle interval are 
not re-accessed. During execution, each time ix  is 

flipped, TabuTenure (i) is randomly assigned a value 
(this value is used to identify whether it is a tabu) to 
avoid being flipped again when circling ix  [10]. Set up 

here as follows: 
10TabuTenure( i ) tt rand( )   

Among them, TT is a given constant, and Rand (10) 
takes a random number from 1~10. 
When the function value of the best solution can no long-
er be improved in the given move of  , the tabu search 
stops, which is called the optimal cut-off level. In step 8, 
according to the formula: 

11 1 1

11 1

1

j n

T
i ij ini j n i j n

n nj nn

q ... q ... q

... ...

q ... q ... q( x ,...,x ,...,x ,...,x ) ( x ,...,x ,...,x ,...,x )

... ...

q ... q ... q

 
 
 
 
 
 
 
 

  

  

 

the fitness value of each intrusion data is calculated, and 
the solution formula can be simplified here. 

1 1

n n

i ij j
i j

f ( X ) x q x
 

    

Such is easy to program. 
The terminating conditions commonly used in the algo-
rithm are as follows: 
1) Limit the maximum evolution algebra. 
2) The probability Prob (b) of each individual converges 
to the optimal solution b is greater than a specific value 

0 . 
1 1

1 mn

j ,i
j i

Pr ob( b ) p
n  

 
  

 
  . Among them, 

2

2

0

1

i
j ,i

i

if ( b )
p

if ( b )





  


，，
. n is the number of genes in 

an individual, and m is the number of quantum bits in 
each individual. 

As can be seen from the above formula, the calculation of 
Prob (b) is related to the probability amplitude of all 
quantum bits, so the value of 0  is difficult to determine. 

When 0 0 1.  , all the results are basically the same. As 

0  increases, the algorithm converges better, but the ex-

ecution time will increase significantly. In order to obtain 
the optimal solution and achieve isolation detection, 
usually the execution time is increased to achieve re-
search on isolation detection algorithm of network intru-
sion data. 

4. Experimental Results and Analysis 

In order to ensure the validity of the proposed algorithm 
for isolation and detection of network intrusion data, si-
mulation experiments are carried out. In the process of 
the experiment, different network intrusions are taken as 
the test objects. The simulation test of isolation detection 
precision and isolation success rate is carried out. The 
type of network intrusion, the invasion structure and the 
type of intrusion are simulated. In order to ensure the 
validity of the test, the conventional isolation detection 
algorithm is used as the comparison object, and the two 
simulation results are compared. The test data is pre-
sented in the same data chart. 

4.1. Comparison of isolation detection accuracy 

During the experiment, two different isolation detection 
algorithms are used to work in the simulation environ-
ment, and the change of isolation detection accuracy of 
network intrusion is analyzed. The results of the test are 
shown in Table 1. 
 
Table 1. Comparison table of isolation detection accuracy 

Case type 
number 

Routine isolation 
detection algorithm/% 

Isolation detection 
algorithm proposed/% 

1# 42 95 
2# 56 92 
3# 54 94 
4# 45 93 
5# 36 90 
6# 48 91 

 
The arithmetic average processing of the isolation detec-
tion accuracy of the proposed isolation detection algo-
rithm and the conventional isolation detection algorithm 
show that the isolation detection accuracy of the pro-
posed isolation detection algorithm is 45.17% higher than 
that of the conventional isolation detection algorithm. 

4.2. Comparison of isolation success rate 

During the experiment, two different isolation detection 
algorithms are also used to work in the simulation envi-
ronment, and the change of isolation success rate of net-
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work intrusion is analyzed. The comparison curve of the 
test results are shown in Figure 6. 

Isolation success rate/%

 
Figure 6. Comparison Chart of isolation success rate 

The arithmetic average processing of the isolation suc-
cess rate of the proposed isolation detection algorithm 
and the conventional isolation detection algorithm show 
that the proposed isolation detection algorithm is 26.6% 
higher than the conventional isolation detection algo-
rithm, which is suitable for the isolation detection of 
network intrusion data. 

5. Conclusion 

In this paper, the research on isolation detection algo-
rithm of network intrusion data is proposed. Based on the 
operation design of network intrusion data isolation de-
tection algorithm, isolation detection algorithm flow de-
sign and parameter optimization, the research of this pa-
per is realized. The experimental data shows that the me-
thod designed in this paper is very effective. It is hoped 
that the research in this paper can provide a theoretical 
basis for the isolation detection algorithm of network 
intrusion data. 
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