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Abstract: In this paper, we investigate the adaptive projective synchronization problem of delay neural net-
works with unknown parameters and noise perturbation. An adaptive updating law for unknown parameters is 
designed based on the lapunov stability method. Several criteria are established to guarantee the synchroniza-
tion of master and slave delay neural networks system with adaptive update parameters and stochastic noise. 
In the end, simulation result is given to show the effectiveness of built theory in this paper. 
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1. Introduction 
It is well known that neural networks have been widely 
used in many fields, such as image restoration[1], optimi-
zation problem[2], secure communication[3,4] and so on, 
which have attracted more and more attention. The drive-
response synchronization method is first proposed by 
Popar and Calk [5], which can effectively control chaos 
system. Therefore, the synchronization of chaotic neural 
networks has been developing rapidly. At present, a 
number of synchronous definitions of different types of 
neural networks have been proposed (see [6-10]). 
However, when the response system is constructed ac-
cording to the drive system, the system is described as an 
uncertain system because the parameters of the drive 
system are un-measurable or measurement error. Besides, 
noise disturbance and time delay are unavoidable effects 
in nature, which may cause some instability of neural 
networks. Therefore, the study of neural networks with 
parameter uncertainties, noise perturbations and time 
delays has high application value and research prospects. 
At the same time, the stability analysis of Neural Net-
works with unknown parameters, noise disturbance and 
time delay has not been given enough attention. There-
fore, we use special Lyapunov function to study the 
adaptive projective synchronization of neural networks. 
Then we use the LASHALL invariance principle to trans-
form the synchronization problem into an optimization 
problem which is easy to solve [11]. Finally, a numerical 
example is given to illustrate the effectiveness and effec-
tiveness of the stability condition. 

2. Problem Formation 
Consider the delay neural networks as follows: 

            ( ) [ ( ) ( ( )) ( ( ))]dx t Cx t Af x t Bf x t dtτ= − + +         (1) 

where 1 2( ) [ ( ), ( ),..., ( )]T n
nx t x t x t x t R= ∈  represents the 

state vector of the neural network; n is the total number 
of neurons; 1 2diag( , ,..., )nC c c c=  is positive matix; 

( ) , ( ) n n
ij n n ij n nA a B b R ×

× ×= = ∈  is the connect weight 
and delay connect weight matrix; f represents activa-
tion functions, and satisfy 
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Where ( )tτ is the transmission delay and satisfy that 
0 ( ) , ( )t tτ τ τ τ< < <& . 
The slave system with unknown parameters, noise per-
turbation and delay is given as follow: 

ˆ ˆ ˆ( ) [ ( ) ( ( )) ( ( )) ]
( , ( ) ( ), ( ) ( )) ( ),

dy t Cy t Af y t Bf y t U dt
H t y t hx t y t hx t d t

τ

τ τ ω
= − + + +

+ − −
          (2) 

where ˆ ˆ,C C C A A A= + ∆ = + ∆ and ˆ ,B B B= + ∆  are the 
estimations of unknown matrices C , A and B; ( )tω  is an 
n-dimensional Brown motion satisfied { ( )} 0E d tω =  and 

2{[ ( )] }E d t dtω = , U is a controller. 
In order to develop our main results, we give the follow-
ing assumptions and lemma. 
Assumption 1. There is a constant iλ  to make the neuron 
activation functions ( )f x  in (1) and (2) meet following 
conditions: 

( ) ( )i i if y f hx y hxλ− ≤ − , ,x y R∈  and λ >0. 
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Assumption 2. For the function H(t,x,y) , there always 
exist appropriate constant matrices 1 2,G G  satisfying 

2 2
1 2[ ( , , ) ( , , )] , ( , , ) .T n n ntrace H t x y H t x y G x G y t x y R R R≤ + ∈ × ×  

Assumption 3. The initial data of system (1) and (2) are 
(0) 0, ( ,0,0) 0.f tτ≡ ≡  

We define the synchronization error as e(t)=y(t)-hx(t), 
where 1 2( , ,..., )nh h h h=  is a scaling vector which 
represents the proportion of projection, x(t), y(t) are state 
variables of drive system (1) and response system (2). 
Then the error system can be derived as 

( ) [ ( ) ( ( ( )) ( ( ))) ( ( ( )) ( ( )))
( ) ( ( )) ( ( )) ]

( , ( ), ( )) ( )

de t Ce t A f y t hf x t B f y t hf x t
Cy t Af y t Bf y t U dt

H t e t e t d t

τ τ

τ

τ ω

= − + − + −

−∆ +∆ +∆ +

+

     (3) 

The controller U is chosen as 
( ) ( ) 1( ) ( ) ( ( )) ( ( )) ( )U A hf x f hx B hf x t f hx t K e tτ τ= − + − − (4)              

where 1K  is the feedback gain matrix.  

3. Main Results 
In this part, the main goal is to design a controller to real-
ize projective synchronization between the master system 
(1) and the system (2). We have the following result. 
Theorem 1. Let Assumptions 1 to 3 hold. If there exist 
arbitrary positive constants 1 2,ρ ρ  and positive definite 
matrix Q such that the following conditions are satisfied: 

(1) 

11
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0 0 2

A B
A I
B I

I

µ µ µ
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µ µ
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, where  

11 1 1 1 1
T

NG G K C Q IρΞ = − − + + ,  

(2) 1
2 2 2

1 (1 )
2

T T
NG G Q Iµ τ ρ− Λ Λ + − − <&  

(3) 1 2ρ ρ>  
and the adaptive law of unknown parameters are de-
signed as 

( ) ( ),
( ) ( ( )), , 1, 2, , ,

( ) ( ( ( ))),

i i i i

ij ij i j j

ij ij i j j

c e t y t
a e t f y t i j n
b e t f y t t

ν

ϖ

θ τ

∆ =


∆ = − =
∆ = − −

&
& L          (5) 

Then the systems (1) and (2) are achieve projective syn-
chronization. 
Remark 1. In this paper, when h=(1,1,...,1), we can 
achieve complete synchronization for delay neural net-
works with noise perturbation and unknown parameters. 
When ( , ,..., ) andh α α α α= <0 it converts to general 
anti-projective synchronization for neural networks; 
When 1α = − , it becomes anti-synchronization for neur-
al networks. 
Remark 2. The function adopted in this paper can also be 
applied in many complex systems which are related to 

synchronization of known parameters master and slave 
system. We can derive some corollaries as follows. 
Corollary 1. Under Assumption 1-3, system (1) and sys-
tem (2) is projective synchronization, without time-delay, 
if there exist arbitrary positive constants 

ij, , ( , 1, 2,..., )i ijand i j nν ϖ θ = satisfying(5), and the 
feedback gains 1K  of controller U satisfying the follow-
ing condition:  

1 1 1
1 1 0
2 2

T T TA A G G K Cµ µ+ Λ Λ + − − < . 

Corollary 2. Under above assumptions, system (1) and (2) 
is projective synchronization without noise perturbation, 
if there exist arbitrary positive constants  

ij, , ( , 1, 2,..., )i ijand i j nν ϖ θ = satisfying (5), and the 
feedback gains 1K  of controller U satisfying the follow-
ing condition.  

1 1 1
1 1 0
2 2

T T TA A G G K C Qµ µ+ Λ Λ + − − + < . 

4. Illustrative Example 
In this section, an example is present to show the effec-
tiveness of our main results. Consider about the systems 
(1) and (2) with the following parameters: 

1.1 0 1.8 0.12 1.4 0.1
, , ,

0 1.1 5.0 2.9 0.28 2.5
C A B

− − −     
= = =     − − −     

1 11 12 11 12

2 21 22 21 22

ˆ ˆˆ ˆ ˆ0ˆ ˆ ˆ, , ,
ˆ ˆˆ ˆ ˆ0

c a a b b
C A B

c a a b b

    
 = = =          

 

( ) tanh( ( ))f x x t=  and 1τ = . The parameters of simula-
tion are: 

1 2 11 12 21 22 11 12 21 225, = 5, 5,ν ν ϖ ϖ ϖ ϖ θ θ θ θ= = = = = = = = =

T=[0,500] and 1 2[ , ] [1.2, 1.3]Th h h= =  
The initial conditions of simulation are:  

1 2 1 2[ ( ) ( )] [0.4 0.6] , [ ( ) y ( )] [ 0.8 0.5] ,T T T Tx s x s y s s= = −  
for [ 1,0].s ∈ −  

 
Figure 1.  Projective synchronization error of system (1) 

and (2) 
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Figure 2. Parameters variation in the slave system 

The simulation results are shown as Fig.1-Fig.2. Fig.1 is 
the trajectories of error system (3); Fig.2 represents the 
variation of unknown parameters in the slave system. 

5. Conclusion 
Throughout this paper, we study the adaptive projective 
synchronization of delay neural networks with unknown 
parameters and noise perturbation. By using the Lyapu-
nov stability theory a sufficient conditions has been pro-
posed to guarantee the projective synchronization of the 
master and slave systems.   

6. Acknowledgment  
The project is funded by the Yiyang guided science and 
technology projects (2017YZ14), Youth Development 
Fund of City College of Dongguan University of Tech-
nology (2016QJY007Z). 
References 

[1] Y. Leipo, and W. Lipo, “Applications of transiently chaotic 
neural networks to image restoration, Neural Networks and 
Signal Processing”, Proceedings of the 2003 International Conf., 
anjing,pp. 265-229, 14-17 Dec. 2003. 

[2] Y. Xu, and S. He, “Fourier chaotic neural network with 
application in optimization”, 27th Chinese Control Conference, 
Kunming pp. 729-733, 16-18 July 2008. 

[3] W. Baoyun, H. Zenya, and N. Jingnan, "To implement the 
CDMA multiuser detector by using transiently chaotic neural 
network", IEEE Trans Aerospace and Electronic Syst, vol. 33, pp. 
1068-1071, 1997. 

[4] W. Lipo, L. Wen, "Noise chaotic neural networks with variable 
thresholds for thefrequency assignment problem in satellite 
communications", IEEE Trans Syst, Man, and Cybernetics, Part 
C: Appl and Rev, vol. 38, pp. 209-217, 2008. 

[5] L. M. Pecora, and T. L. Carroll, "Synchronization in chaotic 
systems", Phys Rev Lett, vol. 64, pp. 821-824, 1990. 

[6] A. N. Pisarchik and F. R. Ruiz-Oliveras, "Optical Chaotic 
Communication Using Generalized and Complete 
Synchronization", IEEE Journal of Quantum Electronics, vol. 46, 
pp. 279-284, 2010. 

[7] Rosenblum, M. G., Pikovsky, A. S., J. Kurths, "Phase 
synchronization in driven and coupled chaotic oscillators", IEEE 
Trans Circ Syst, vol. 44, pp. 874-881, 1997. 

[8] L. Sheng, and M. Gao, “Adaptive hybrid lag projective 
synchronization of unified chaotic systems”,  29th Chinese 
Control Conference (CCC), Beijing, pp. 2097-2101, 29-39 July 
2010. 

[9] R. Fengli and C. Jinde, “Anti-synchronization of stochastic 
perturbed delayed chaotic neural networks”, Neural Comput and 
Applic, vol. 18, pp. 515-521, 2009. 

[10] S. Celikovsky and V. Lynnyk, “Efficient chaos shift keying 
method based on the second error derivative anti-synchronization 
detection”, IEEE International Conference on Control and 
Automation, Chrischurch, pp. 530-535, 9-11 Dec. 2009. 

[11] X.Mao. “A note on the Lasalle-type theorems for stochastic 
differential delay equations”, J.Math.Anal.Appl, pp.125-142, 
2002. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


