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Abstract: Support vector machines (SVMs) are currently widely used machine learning techniques. SVM is 
used to construct an optimal hyper-plane that implies an extraordinary generalization capability and good per-
formances. So far, SVMs have already been successfully applied to many real fields. In view of the difficul-
ties in kernel selection and sensitivity to noise, we propose Kernel-Target alignment based multiple kernel 
fuzzy support vector machine in this paper. The Kernel-Target alignment based multiple kernel learning is in-
troduced to multiple kernel fuzzy support vector machine. It not only avoids the problem of kernel selection, 
but also improves the robustness to noise. The experimental simulation also validates the feasibility and effec-
tiveness of the method. 
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1. Introduction  

Support Vector Machine (SVM), which is based on sta-
tistical learning theory and was proposed by Vapnik et al. 
in 1995 [1-2]. It can improve the generalization ability of 
the learning machine with the principle of minimizing 
structural risk [2-3] as well as achieve the minimization 
of empirical risk and confidence range. Thus, SVM can 
obtain a good statistical rule in the case of fewer statistic-
al samples. Support vector machine has been applied in 
many fields, such as text classification, speech recogni-
tion, emotional analysis and regression analysis [4-6] in 
that it is a powerful tool for solving the problems of small 
sample, nonlinear, high dimension, etc. 
With the continuous developing and applying of SVM, 
however, there are some limitations has gradually re-
vealed, and research about SVM in many aspects has yet 
to be explored and improved. For example, SVM is sen-
sitive to noise points and outliers. In order to solve this 
problem, Lin et al. advanced the concept of Fuzzy Sup-
port Vector Machine (FSVM) [7-8], which introduced 
fuzzy membership into support vector machine as weight 
of every sample. FSVM reduces the influence of noise 
points and outliers on the final decision function to a cer-
tain extent, and improves the classification accuracy. 
Now it is also applied to many areas such as risk predic-
tion, fault diagnosis, and handwritten string recognition, 
etc [9-11] . 
In addition, selecting the kernel function and its parame-
ters is an important issue for SVM. However, there is no 
effective means to complete the work. Multiple kernel 
learning (MKL) [12-15], an important result of nuclear 

methods, which has become a research hotspot of many 
scholars in the field of machine learning in recent years. 
Different kernel functions correspond to different simi-
larity representations. A single kernel function often can-
not fully portray the similarity between data, especially 
the similarity between complex data. Therefore, the 
combination of multiple kernels can describe the similari-
ty of the data more accurately and can avoid the problem 
of kernel selection. 
In this paper, inspired by FSVM and MKL, we put for-
ward a multiple kernel fuzzy support vector machine 
based on Kernel-Target alignment to solve problem of 
kernel selection and sensitivity to noise. Membership 
evaluated by fuzzy rough set is introduced into multiple 
kernel support vector machines based on Kernel-Target 
alignment. 
Experiments verify that the proposed multiple kernel 
fuzzy SVM (MKFSVM) performs better than the classic-
al SVM, FSVM and multiple kernel SVM (MKSVM). 
The following contents of this paper are structured as 
follows. section 2 briefly presents a review of SVM, 
FSVM and MKL. section 3 describes in detail multiple 
kernel fuzzy support vector machine based on Kernel-
Target alignment. The experimental simulation will be 
presented in section 4. Finally, Section 5 summarizes the 
whole paper. 

2. Preliminaries 

In this section, we will first review the basic contents of 
SVM, FSVM [16]. We will then recall the related con-
tents of MKL [17-18]. 
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2.1. Svm and fsvm 

For a dataset       1 1 2 2, , , , , ,l lT x y x y x y  , where 
n

ix R  and  1,1iy    for 1,2, ,i l  . The goal of 

SVM is to obtain the optimal separating hyperplane 

 f x x b  , which can not only classify the data 

into two categories correctly, but also ensure the maxi-
mum margin between the two types of data samples. 
Where   is the weight vector and b R  is the threshold 
value. According to the principle of structural risk mini-
mization, the process of finding the optimal separating 
hyperplane can be reduced to the following optimization 
problem  
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where i  is the error term, C  determines the trade-off 

between margin maximization and training error minimi-
zation. 
The Lagrange multiplier method is used to transform the 
above optimization problem into the following dual prob-
lem 
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(2) 
Where i  is the Lagrange multiplier,  ， represents the 

inner product. It can be concluded that the decision func-

tion is  
1

sgn ,
l

i i i
i

f x y x x b


 
  

 
  

For the nonlinear separable data, although the separating 
hyperplane can be obtained by introducing the error term 

i , it cannot classify all samples correctly. Hence SVM 

was extended to the feature space. To construct a separat-
ing hyperplane in a feature space one first has to trans-
form the n-dimensional input space into a high-
dimensional renewable Hilbert space through a choice of 
a nonlinear mapping : nR H  . Without any know-

ledge of the mapping, the optimal separating hyperplane 
is constructed by using the dot product function in the 
feature space. The dot function is usually called a kernel 
function. According to Hilbert-Schmidt theorem, there is 
a relationship between the input space and its feature 
space for the dot product of two samples. The relation-
ship is  

( , ) ( ), ( )i j i jk x x x x                    (3) 

( , )i jk x x is conventionally defined as a kernel function 

satisfying the Mercer theorem [2]. Then, equation (2) can 
be converted to: 
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By calculating (4) , the decision function is  

1
( ) sign( ( , )+ )

l

i i ii
f x y k x x b


                (5)   

Linear kernels, polynomial kernels, and Gaussian kernels 
are commonly used kernel functions. 
It is often difficult for SVM to obtain satisfactory deci-
sion function because the data is easily interfered by var-
ious factors such as noise in uncertain environment. In 
order to effectively decrease the interference of outliers 
or noise, in 2002, Liu proposed fuzzy support vector ma-
chine (FSVM). Each data point in the training dataset is 
assigned a membership. A data point is assigned a low 
membership if it is considered as an outlier or noise, 
which weakens its impact on the classification hyper-
plane. The FSVM corresponds to the following optimiza-
tion problems: 
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Where is  is the fuzzy membership, which is the attitude 

of the corresponding point ix  toward the class. Obvious-

ly, is  plays a weighting role on the i  in the objective 

function, which makes the noise point have little influ-
ence on the final hyperplane. This algorithm enhances 
the robustness of SVM. 
The (6) can be transformed into its dual form by the La-
grange multiplier method: 
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The resulting function is  
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 . 

Various kinds of fuzzy SVM to deal with different spe-
cific problems are put forwarded by other scholars based 
on the above FSVM algorithm.  
These methods are proposed to deal with some uncertain-
ties in practical problems, they are improvements and 
perfections of original SVM. 
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2.2. Multiple kernel learning 

For SVM, selection of kernel function and its parameters 
plays an important role. Generally, the kernel function 
and its parameters with higher accuracy are selected. The 
calculation cost is relatively high. MKL combining mul-

tiple kernel functions to replace the single kernel, can 
characterize the similarity between samples more accu-
rately, then SVM can achieve better classification per-
formance with low computational cost. The combination 
mode is shown in the figure below: 

 

Input data

Kernel function k1 Kernel function k2 …… Kernel function kp

Combined kernel 
function

Ƞ1 Ƞ2 Ƞm Ƞp
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Figure 1. Sketch map of combination of multiple kernel functions 
 

Where , 1,2, , pm m    is weight coefficient for each 

kernel function respectively. 
In Multiple kernel support vector machine (MKSVM), 
combination of kernel and the calculation of weight is 
mainly considered. At present, the combination of kernel 
functions can be divided into the following three types: 
Linear combination method [19] is the most widely used, 
such as direct summation kernel and weighted summa-
tion kernel. The formula is as follows 
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(8) 
Where   is the kernel weight, p  is the number of kernel 

functions. And   is set to 1 in the direct summation ker-

nel. 
Nonlinear combination method [20-22], such as multipli-
cation, power, and exponentiation, the formula of the 
multiplication is as follows: 

   
1

, ,
P

m m
i j m i j

m

k x x k x x


                        (9) 

Data-dependent combination method assigns a specific 
weight to each data sample. It can get the local distribu-

tion of data, and then the appropriate combination rule 
can be learned for each region according to the distribu-
tion. 
The calculation of multiple kernel weight coefficients is 
also a key issue in the research of MKL. At present, there 
are five kinds of calculation methods of relevant weight 
coefficients: fixed rules, heuristic approaches [23], opti-
mization approaches [24], Bayesian approaches and 
boosting approaches [25]. 
In this paper, heuristic learning is adopted to obtain the 
kernel weight, and the multiple kernel weight coefficient 
is calculated based on kernel alignment [26-28]. Through 
this method, the weight coefficients are determined by 
calculating the similarity between the corresponding ker-
nel matrices of the kernel functions. Based on the train-
ing set T , kernel alignment between kernel matrix 1K  

and kernel matrix 2K  is defined as: 

  1 2
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in which    1 2 1 2
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optimization problem of MKSVM is transformed from (1) 
to: 
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Where k  is synthesis kernel. The classification decision 

function becomes    
1
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3. Kernel-Target Alignment Based Multiple 
Kernel Fuzzy Support Vector Machine 

Due to limitations in kernel selection and sensibility to 
noise data, this paper introduces kernel alignment 
weighted summation based multi-kernel learning into 
SVM, and uses the fuzzy rough set method to obtain the 
sample membership. A multiple kernel fuzzy support 
vector machine (MFSVM) based on kernel alignment is 
proposed. 
Rough set (RS) is a mathematical theory of uncertainty 
proposed by Polish scholar Pawlak [29] in the 1980s. It 
can analyze data and find hidden knowledge from data. 
As a promotion of RS, Fuzzy Rough Set (FRS), it can 
deal with real-valued data. The FRS theory was proposed 
firstly by Dubois and Prade [30-31], and has been rapidly 
developed [32-37]. The existing FRS method has been 
successfully applied to many practical problems [38-40]. 
In this paper, we use the low approximation operator of 
FRS based on Gaussian kernel as the membership degree 

of the case [41]. For x A ,   2

'inf 1 , 'x As k x x  . 

Where s  is the membership that x  belongs to A , and 
( , ')k x x  is Gaussian Kernel. 

In this paper, a weighted sum of multiple kernels based 
on kernel alignment is adopted. The corresponding for-
mula is as follows: 
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in which   ， 1,2, ,
m

m P  is the kernel weight, 

 ， 1,2, ,
m

K m P  is a set of basic kernel matrix. 

Kernel weights can be decided by maximizing the simi-
larity between the combined kernel and the ideal kernel. 
We can get the following formula [16,42] 
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where   
1 2
, , ,

T

l
y y y y , Tyy  is an ideal kernel for 

binary tasks based on training set T . The above formula 
is equivalent to: 

1

, 1

max ,

. . , , 0

p
T

m m
m F

p

m j m j mF
m j

K yy

s t K K C




  





 




                 (14) 

By Lagrange multiplier method, it is converted into its 
dual problem: 
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In (15),   is changing along with C . According to the 
definition of kernel alignment, the value of the kernel 
alignment remains unchanged when the kernel weight   

changes linearly. In that, 1   can be considered, then 
the above optimization problem (15) becomes 
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(16) 
In order to avoid kernel overfitting its alignment in the 
training set, we add the constraint of   in the optimiza-

tion problem, namely, it becomes the following formula: 
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Where 0  .Defining a matrix 
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above formula can be changed to 
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Since (18) is a convex quadratic programming problem, 
the unique solution of   can be obtained. After substitut-

ing into equation (11), the synthesis kernel is obtained. 
Then, it is introduced into the fuzzy support vector ma-
chine based on membership degree of FRS. The optimi-
zation problem becomes as follows: 
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The decision function    
1
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l

i i i
i

f x y k x x b


 
  

 
  

is obtained. 

4. Experimental Simulation 

UCI database proposed by the University of California at 
Irvine is a database for machine learning. It is a frequent-
ly used standard test data set. To verify the feasibility and 
validity of the proposed method, nine data sets are se-
lected from UCI database in this work. The relevant in-
formation is shown in Table 1. Classes 2 and 3 are consi-
dered as one class for wine datasets since only two classi-
fications are considered in this paper. 

 
Table 1. Data information 

Number Dataset name Number of samples Number of attributes Number of categories 
1 Horse 368 23 2 
2 Hepatitis 155 20 2 
3 Heart 270 14 2 
4 CT 221 37 2 
5 Breastcancer 683 10 2 
6 Ionosphere 351 34 2 
7 Lymphagraphy 148 19 2 
8 Wine 178 14 3 
9 Wpbc 198 34 2 

 
The experiment is carried out on a PC (CPU: 2.60GHz 
Memory 4.00GB). The operating system is Windows 8.1 
and the experimental tool is MATLAB R2014b. In the 
experiment, all data is normalized, and the Gaussian ker-
nels with different kernel parameters are used in the ker-
nel function. The alignment optimization problem is 
solved with the given the penalty coefficient 100C  and 

10 ^ 2  . we choose seven Gaussian kernel 

   2 2, exp 2i j i jk x x x x     with different parame-

ters   as the basic kernels. The parameters of the seven 
base kernels , 1, ,7ik i    for each data set are listed in 

Table 2. 

 
Table 2 Parameters setting of base kernel 

Number Dataset Parameters of basic kernel , 1, ,7ik i    

1 Horse 0 1 2 3 4 5 62 , 2 , 2 ,2 ,2 ,2 , 2  

2 Hepatitis 6 5 4 3 2 1 02 ,2 ,2 ,2 , 2 , 2 ,2     
 

3 Heart 6 5 4 3 2 1 02 ,2 ,2 ,2 , 2 , 2 ,2     
 

4 CT 6 5 4 3 2 1 02 ,2 ,2 ,2 , 2 , 2 ,2     
 

5 Breastcancer 1 2 3 4 5 6 72 ,2 , 2 ,2 , 2 ,2 ,2  

6 Ionosphere 6 5 4 3 2 1 02 ,2 ,2 ,2 , 2 , 2 ,2     
 

7 Lymphagraphy 3 2 1 0 1 2 32 ,2 ,2 ,2 , 2 , 2 ,2  
 

8 Wine 0 1 2 3 4 5 62 , 2 , 2 ,2 ,2 ,2 , 2  

9 Wpbc 6 5 4 3 2 1 02 ,2 ,2 ,2 , 2 , 2 ,2     
 

 
In this work, the experiment compares the classification 
performance of the MFSVM, classical SVM, FSVM and 
MKSVM. Moreover, the experiment adopts 10-fold-
cross-validation method. 
The experimental results are shown in Table 3. This Ta-
ble shows that MFSVM method proposed in this paper 

has high classification accuracy on most databases. The 
effectiveness of the method is also verified. 
To further verify the performance of MFSVM in noisy 
environment, in all 9 data sets, we randomly select some 
samples which are close to the classification surface, then 
change the class labels. The comparing results of the test 
accuracy for the four algorithms are shown in Table 4 
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(the noise ratio is 10%) and Table 5 (the noise ratio is 
20%). 
When 10% noise is added, the experimental results show 
that the classification accuracy of MFSVM in all 9 data 
sets is higher than that of the other three methods, and it 
has the highest classification accuracy. In the case of 
20% noise, although the classification accuracy of the 

four methods is relatively lower than that of Table 4, 
MFSVM has the highest classification accuracy in all 
databases. The results further verify that the MFSVM 
method proposed in this paper not only avoids the diffi-
cult problem of kernel selection, but also has strong anti-
noise ability. Therefore, MFSVM is not only feasible, but 
also has a wider range of applications. 

Table 3. Comparison of classification accuracy without noise 

Number Dataset 
Test accuracy(%) 

Svm Fsvm Mksvm Mfsvm 
1 Horse 78.00± 3.62 81.24± 3.50 81.78± 3.87 83.15± 3.99 
2 Hepatitis 70.06±11.01 69.77± 8.62 70.40± 4.01 71.65± 5.21 
3 Heart 78.25± 9.04 80.37± 6.31 82.96± 8.04 83.70± 8.04 
4 CT 90.51± 5.10 90.95± 5.60 90.95± 7.73 91.88± 3.49 
5 Hreastcancer 96.92± 2.14 96.92± 2.24 96.93± 1.44 97.36± 2.28 
6 Ionosphere 94.02± 4.94 94.87± 4.43 95.43± 3.61 96.00± 4.30 
7 Lymphography 68.15±12.39 69.59±10.02 70.82±14.69 70.82±14.69 
8 Wine 96.15± 4.05 97.69± 3.71 98.46± 3.24 98.46± 3.24 
9 Wpbc 77.22± 7.70 80.17± 7.83 81.28± 8.90 82.89± 7.42 

 
Table 4. Comparison of classification accuracy with 10% noise 

Number Dataset 
Test accuracy(%) 

Svm Fsvm Mksvm Mfsvm 
1 Horse 80.69± 2.91 81.77± 3.42 81.23± 2.94 82.31± 3.99 
2 Hepatitis 67.56±10.21 69.43±10.05 71.65±10.26 72.22±13.09 
3 Heart 75.93± 8.05 79.26± 5.84 79.63± 6.36 81.11± 4.76 
4 CT 87.77± 5.30 89.60± 3.69 90.95± 5.67 91.86± 5.98 
5 Breastcancer 91.96± 3.76 95.33± 2.51 93.69± 3.04 96.78± 1.52 
6 Ionosphere 89.17± 4.01 94.02± 3.92 91.44± 4.27 94.58± 3.68 
7 Lymphography 63.79±16.69 64.46±16.35 68.36±15.51 70.05±11.36 
8 Wine 89.23± 8.27 93.85± 4.86 96.15± 4.05 98.46± 3.24 
9 Wpbc 76.39± 9.85 78.39± 8.01 81.94±12.00 82.28±8.01 

 
Table 5. Comparison of classification accuracy with 30% noise 

Number Dataset 
Test accuracy(%) 

Svm Fsvm Mksvm Mfsvm 
1 Horse 73.69± 5.76 75.05± 6.01 76.37± 6.34 78.83± 5.01 
2 Hepatitis 64.83±10.46 65.74± 9.85 70.11± 8.64 70.40± 7.71 
3 Heart 78.15± 6.86 79.63± 8.42 82.22± 7.96 84.07± 9.08 
4 CT 83.81± 9.38 88.74± 8.22 89.64± 6.94 91.46± 6.71 
5 Breastcancer 85.82± 3.82 88.73± 3.9 93.71± 2.15 95.18±3.00 
6 Ionosphere 84.60± 6.08 89.46± 5.22 88.88± 4.57 91.17± 4.94 
7 Lymphography 64.26±12.74 67.13± 9.22 68.46±12.67 70.82± 8.81 
8 Wine 87.69± 9.73 90.00±11.49 93.85± 4.86 94.62± 7.30 
9 Wpbc 73.28± 6.90 79.83± 3.09 82.11±10.86 83.89± 9.30 

 
5. Conclusion 

Considering the FSVM and MKL, we Introduced MKL 
based on kernel alignment into FSVM. Then a multiple 
kernel fuzzy support vector machine model depend on 
Kernel-Target alignment is proposed. The simulation 
results show that this method combines the advantages of 
FSVM and MKL, and improves the classification per-
formance to a certain extent especially in noisy samples. 
This can prove the feasibility and validity of this method 
in dealing with the problems of difficult selection for 
kernel function and sensitivity to noise data. Furthermore, 
we will study the better method of kernel combination 
and how to improve the calculation of sample member-
ship degree since the method in this paper involves the 

calculation of multiple kernel combination and member-
ship degree. 
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